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1 Introduction 
 

In the context of e-commerce, the research focuses on evaluating the applicability of several 

regression algorithms for sales prediction and customer lifetime value (CLV) analysis. 

Utilising a variety of regression-based machine algorithms to anticipate sales using the 

Brazilian e-commerce dataset is the research goals. Optimising customer acquisition, retention, 

and overall profitability for the business is made possible by the research's precise sales 

prediction and CLV analysis. This configuration manual covers every step required for 

replication, from setting up the environment to assessing the model. 

 

2 Configuring the System 
 

This research uses the Jupyter Notebook IDE and the Windows operating system with 8GB 

RAM to analyse Customer Lifetime Value (CLV) and estimate sales value. The system 

configuration includes the CPU Intel Core with i7 (Octacore) having the RAM of 8GB, storage 

of 512 SSD with windows 10 operating system. Python 3.10 is used for coding.  

 

3 Data Collection 
 

The study is conducted by gathering the data from the Kaggle dataset repository. The dataset 

used in this study is derived from publicly available Brazilian datasets of orders placed at the 

Olist store (Brazilian Public E-commerce Dataset). The dataset includes records of 100,000 

orders placed at several Brazilian marketplaces between the years of 2016 and 2018. The 

method entails converting many columns to datetime using distinct formats, such as datetime 

from pandas, and then separating the resulting strings into dates, times, and months. Features 

are chosen that are more pertinent to forecasting sales values. Using the train test split method 

from Scikit-learn, the dataset is divided into training and testing sets after the pertinent 

features have been chosen. This ensures that the model is robust and can be applied to new 

data. Three performance measures are used to evaluate the models: Mean Squared Error 

(MSE), Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE). These metrics 

are used to determine how effective the models are.  

 

4 Environment Setup  
 

The project was completed using Jupyter notebook. To utilise the dataset on the Jupyter 

Notebook, download and unzip the dataset from Kaggle. It was then uploaded into the Jupyter 

notebook from the desktop as illustrated in the figure (fig.1).  
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                                                                                               Fig.1 

 
 

To read the dataset from different raw files the below code is given as in the figure (fig.2). 

 

 
                                                                       Fig.2 
 

5 Data Exportation 
 

5.1 Libraries Imports 
 

Key libraries utilised in the study include Pandas for data translation and manipulation, 

Matplotlib and Seaborn for visualising data distributions and patterns, NumPy for numerical 

operations and array handling, and Plotly for generating interactive plots and visualisations as 

in the figure (fig.3).  
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                                                                         Fig.3 
     
 

6 Data Pre-processing 
 

For the data pre-processing firstly the dataset need to be summarized to check the number of 

columns, rows and summary of Boolean, categorial and numerical columns in each dataset. 

For that, one of the codes are given below in figures. 

 

 
                  Fig.4 (checking number of columns, column names and rows) 
 

Below figure shows the code to check the null values in each dataset so that can be dropped. 

 

 
                                                                         Fig.5 

After determining the null values in the dataset, it must be dropped and rename the column for 

easier and creating the target variable in the dataset as illustrated in the below figure. 
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                                                                          Fig.6 

For the ease of interpretation dataset is merged based on the data schema (fig.7) as seen in the 

picture and the merging code is given in figure (fig.8). 

 
                        Fig.7 

 

 
                                                                    Fig.8 

 

After merging the dataset, the null values are checked, since merging may cause certain null 

values to appear. (fig.9) 

 

 
                                                                     Fig.9 

 

 

7 Exploratory Data Analysis 
 

Data analysis, entails examining, cleaning, transforming, and modelling the data to provide 

relevant information, draw conclusions, and facilitate decision-making. It is the essential part 

of the machine learning pipeline that makes it possible to extract valuable information from 

the data. One of the examples is the code as in the below figure (fig.10).  
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                                                                 Fig.10 

The code gives output with bars representing individual values in descending order and a line 

displaying the cumulative proportion, this function generates a Pareto chart. Percentage labels 

are displayed on the secondary y-axis and can be hidden if required.  With options for the 

title, axis labels, and percentage format, the function provides a high degree of customisation. 

 

 

8 Feature Engineering 
 

Feature engineering assists in the selection of features that are more pertinent to the training 

of the model and in the conversion of raw data into a format that is appropriate for algorithm 

training.  

 

CLV (CUSTOMER LIFETIME VALUE) ANALYSIS 
 

CLV is a metric used to measure the approximate value that a customer is expected to bring 

to a company over the course of a customer-provider relationship.  
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In the below figure the code gives output on calculating the entire revenue for each order, 

Calculating the Average Order Value (AOV) , total number of orders for each customer, 

When total revenue per customer is calculated, combining total orders, total revenue, and 

AOV, Finding the Purchase Frequency Customer Value, Customer Lifespan, and Customer 

Lifetime Value (CLV) 

 

 
                                                                 Fig.11 

Making a layout for the subplot, including a trace for CLV Including the Total Orders trace 

updating the combined plot's layout displaying 

 
                                                                 Fig.12 
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9 Training Model 
 

For training and evaluation of the result three machine learning algorithms are used on the 

data. By dividing the dataset into an 80% training set and a 20% testing set, each machine 

learning algorithm is trained on the training set. The linear regression, random forest and 

XGBoost are the 3 Machine learning algorithms used in this dataset. 

For the data preparation for machine learning some columns are selected which are relevant 

for machine learning (fig.13). 

 

 
                                                                 Fig.13 

 
 
 

9.1 Implementing Machine Learning Model 
 

For implementing Machine learning model, the ML model and important libraries are 

imported as in the figure (fig.14) 

 

 
                                                                 Fig.14 

 

To assess the effectiveness of ML model the dataset is separated into training set and testing 

set. For this, make use of the train_test_split function from the scikit-learn module. (fig.15). 

 

 
                                                                 Fig.15 
 

To initialise the linear regression model and fit training data into the model (fig.16) and for 

predicting the model (fig.17). 
 

 
                                                                 Fig.16 

 
                                                                 Fig.17 
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To initialise the Random Forest and fit training data into the model (fig.18) and for predicting 

the model (fig.19). 

 
                                                                 Fig.18 

 
                                                                 Fig.19 

 

 

To initialise the XGBoost and fit training data into the model (fig.20) and for predicting the 

model (fig.21). 

 
                                                                 Fig.20 

 

 
                                                                 Fig.21 

 
 

10 Evaluation 
 

The algorithms performance is assessed using three performance measures. To assess the 

model's generalisability on the test data, three metrics are used. It is used the Mean Squared 

Error (MSE), Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE) metrics 

to assess the effectiveness of the e-commerce sales forecast model. MSE highlighted 

significant errors by providing a measure of the average squared differences between the 

actual and projected values. The corresponding measurement of error magnitude in the same 

units as the data was provided by RMSE, which is the square root of MSE. MAE, on the 

other hand, provided a clear indicator of prediction accuracy by measuring the average 

absolute errors. When taken as a whole, these indicators provide a thorough assessment of the 

predictive performance of the model. 
 
 
 
 
 
 

 

 
 


