
 
 

 
 
 
 
 
 
 
 
 
 

 

Configuration Manual 
 
 
 
 

 

MSc Research Project 
 

MSCFTD1 – Practicum Part 2 

 
 
 

 

Vivek Kumar   

Student ID: x23100311 
 
 
 

School of Computing 
 

National College of Ireland 
 
 
 
 
 
 
 
 
 
 
 

Supervisor: Faithful Onwuegbuche 



 

 
National College of Ireland 

 

MSc Project Submission Sheet 

 

School of Computing 

 

Student 

Name: 

Vivek Kumar 

……. …………………………………………………………………………………………………………… 

 

Student ID: 

x23100311 

……………………………………………………………………………………………………………..…… 

 

Programme: 

MSCFTD1 – Practicum Part 2 

……………………………………………………………… 

 

Year: 

2023-2024 

………………………….. 

 

Module: 

MSc Research Project 

………………………………………………………………………………………………………….……… 

 

Lecturer: 

Faithful Onwuegbuche 

………………………………………………………………………………………………………….……… 

Submission 

Due Date: 

12/08/2024 

………………………………………………………………………………………………………….……… 

 

Project Title: 

Predictive Modeling for Financial Distress in Indian Small Cap 

Stocks 

………………………………………………………………………………………………………….……… 

Word Count: 

913 

……………………………………… Page Count: 11 

 

I hereby certify that the information contained in this (my submission) is information 

pertaining to research I conducted for this project.  All information other than my own 

contribution will be fully referenced and listed in the relevant bibliography section at the 

rear of the project. 

ALL internet material must be referenced in the bibliography section.  Students are 

required to use the Referencing Standard specified in the report template.  To use other 

author's written or electronic work is illegal (plagiarism) and may result in disciplinary 

action. 

 

Signature: 

Vivek 

……………………………………………………………………………………………………………… 

 

Date: 

9/8/2024 

……………………………………………………………………………………………………………… 

 

 

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST 

 

Attach a completed copy of this sheet to each project (including multiple 

copies) 
✓ 

Attach a Moodle submission receipt of the online project 

submission, to each project (including multiple copies). 
✓ 

You must ensure that you retain a HARD COPY of the project, both 

for your own reference and in case a project is lost or mislaid.  It is not 

sufficient to keep a copy on computer.   

✓ 

 

 

Assignments that are submitted to the Programme Coordinator Office must be placed 

into the assignment box located outside the office. 

 

Office Use Only 

Signature:  

Date:  

Penalty Applied (if applicable):  



1 
 

 

 
 

Configuration Manual 
 

Vivek Kumar 

Student ID: x23100311 

 
 
 

1 Introduction 
 

The Goal of this manual is to give a clear idea of the configuration parameters and the 

context in which they are applied. This manual is intended for academic research on topic 

“Predictive Modeling for Financial Distress in Indian Small Cap Stocks”. 

 

2 System Configuration 

2.1 Hardware Requirements 

To ensure optimal performance of the system, the following hardware utilized: 

• Processor: 12th Gen Intel(R) Core(TM) i7-1260P   2.10 GHz 

• Memory (RAM): 16.0 GB (15.7 GB usable) 

• Storage: 1 TB HDD 

 

2.2 Software Requirements 

• System type: 64-bit operating system, x64-based processor 

• Windows 11 Home 

• Python notebook 

• Google colab 

• Libraries such as pandas,  numpy, matplot, StandardScaler, SimpleImputer, SMOTE, 

Counter, PCA, MinMaxScaler 

2.3 Development Environment  

Jupyter Notebook in Google Colab used for interactive development and testing. 

 

3 Project Implementation 

3.1 Data Collection 
 

Data was collected from publicly available source such as screen 1 and in few cases by 

reviewing financial statements from annual report of respective small cap companies. 

• Format: Excel worksheet converted to CSV to process dataset in Google Colab 

3.2 Data Pre-processing 

Steps and techniques for cleaning and preparing data: 
 

 
1 https://www.screener.in/ 
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• Handling Missing Values: Imputation (mean, median) based on previous 5 years of 

dataset the missing values where imputed for each rows. 

 
 
 

• Normalization and Scaling: Min-Max scaling used to normalize the dataset  

 
 

• Data Cleaning: Removing duplicates, correcting errors, and filtering outliers 

 

 
 

3.3 Feature Selection 
 

Methods for selecting relevant features: 

• Techniques – In the dataset 14 different ratios defined as features  
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Also dropped name of the companies from features as these are not ratios 

 

3.4 Feature Engineering 
 

Creating and modifying features: Principal Component Analysis (PCA) used to identify 

which financial ratios contribute most to the variability in the data and thus may be important 

indicators of financial distress. 
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• Results from PCA 

 
 

 

 
 

• Defining target variables: For distress criteria, determined if a company is distressed 

based on PCA scores. A company is considered distressed if at least `threshold` out of 

the top 5 PCA scores are negative. 
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3.5 Modelling 
 

• Logistic Regression 
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• Random Forest classifier 

 
 
 
 
 
 
 

• Gradient Boosting Machines (GBM) 
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• Support Vector Machines (SVM) 
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4 Evaluation 
 

1. For Logistic regression Model:  Precision: Ability of the classifier not to label a negative 

sample as positive. 

• 0 (Non-Distressed): For non-distressed companies, the model correctly identifies them 

as non-distressed [precision value] of the time. 

• 1 (Distressed): For distressed companies, the model correctly identifies them as 

distressed [precision value] of the time. 

Recall: Ability of the classifier to find all the positive samples. 

• 0 (Non-Distressed): The model correctly identifies [recall value] of all actual non-

distressed companies. 

• 1 (Distressed): The model correctly identifies [recall value] of all actual distressed 

companies. 

F1-Score: Weighted harmonic mean of precision and recall. A good F1-score means a 

balance between precision and recall. 
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• Higher F1-scores are generally better, especially when there's an uneven class 

distribution. 

Support: Number of samples of the true response that lie in that class. 

Accuracy: Overall, the model correctly predicts the distress status of [accuracy value] of the 

companies in the test set. 

Macro Avg: Average of precision, recall and F1-score between classes (gives equal weight to 

both classes). 

Weighted Avg: Average of precision, recall and F1-score between classes (weighted by 

support, accounts for class imbalance). 

 

 
 

2 Random Forest Classifier: Accuracy: The model correctly predicts the distress status of 

[accuracy value * 100]% of the companies in the test set. Precision: Ability of the classifier 

not to label a negative sample as positive. 

• 0 (Non-Distressed): For non-distressed companies, the model correctly identifies them 

as non-distressed [precision value for class 0] of the time. 

• 1 (Distressed): For distressed companies, the model correctly identifies them as 

distressed [precision value for class 1] of the time. 

Recall: Ability of the classifier to find all the positive samples. 

• 0 (Non-Distressed): The model correctly identifies [recall value for class 0] of all 

actual non-distressed companies. 

• 1 (Distressed): The model correctly identifies [recall value for class 1] of all actual 

distressed companies. 

F1-Score: Weighted harmonic mean of precision and recall. A good F1-score means a 

balance between precision and recall. 

• Higher F1-scores are generally better, especially when there's an uneven class 

distribution. 

Support: Number of samples of the true response that lie in that class. 

Macro Avg: Average of precision, recall and F1-score between classes (gives equal weight to 

both classes). 

Weighted Avg: Average of precision, recall and F1-score between classes (weighted by 

support, accounts for class imbalance). 

Confusion Matrix: 

• True Negative (Top Left): Number of non-distressed companies correctly predicted as 

non-distressed. 
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• False Positive (Top Right): Number of non-distressed companies incorrectly predicted 

as distressed. 

• False Negative (Bottom Left): Number of distressed companies incorrectly predicted 

as non-distressed. 

• True Positive (Bottom Right): Number of distressed companies correctly predicted as 

distressed. 

 
 

 

3 Gradient Boosting Machines (GBM): The model achieved high overall accuracy (96%), 

but the performance on the minority class (distressed) is poor. 

• For class 0 (non-distressed), the model performs excellently with high precision, 

recall, and F1-score. 

• For class 1 (distressed), the model has perfect precision (since all predicted class 1 

instances are correct), but recall is very low (10%). It tells the model is not identifying 

many of the actual class 1 instances. 

• The weighted average is skewed by the majority class due to class imbalance, 

showing good overall performance. 
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4 Support Vector Machines (SVM): Overall Performance: The SVM model performs well 

with an accuracy of 92%, showing correctness in predictions. 

• Class 0 (non-distressed): The model has high precision (95%) but slightly lower recall 

(89%), meaning it is good at predicting class 0 correctly but misses some class 0 

instances. 

• Class 1 (distressed): The model has high recall (96%) and decent precision (90%), 

meaning it effectively identifies most of the class 1 instances but sometimes 

misclassifies some instances as class 1. 

 

 
 

 
 

 
 
 

 


