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Abstract 

This study aims at analyzing the capability of different kinds of machine learning algorithms in 

assessing the impact of financial distress in the context of the highly risky domain of the Indian small-

cap stocks that is of significant concern to investors and financial institutions. To compare the 

effectiveness of the proposed method, the four models mentioned, Logistic Regression, Random 

Forest, Support Vector Machine (SVM), and Gradient Boosting Machine (GBM) are used to identify 

the best approach to use in the early identification of firms that are likely to experience financial 

instability in the future. The results show that the proposed model of SVM is clearly superior: the 

accuracy of the model for both classes is 92% and an AUC score of 0.9684. Nevertheless, it was found 

GBM too can achieve high accuracy, equal to 0.96 and high AUC score 0.9160, for the minority class, 

the performance of the model was poor for recall, which may lead to the difficulty of identifying 

distressed firms. Logistic Regression and Random Forest had 97% and 96% accuracy respectively but 

in the case of Financial Distress where accuracy of detecting the minority class is crucial, both models 

had a very high bias towards the majority class. The study recommends that more research should be 

done by including extra data sources, examining the combination of various models, and adopting the 

dynamic update of the model to improve the prediction performance of the model in the future. 

Keywords Financial distress prediction, Machine learning, Indian small-cap stocks, Gradient 

Boosting Machine (GBM), Support Vector Machine (SVM), Logistic Regression, Random Forest, 

Financial risk management. 

 

1 Introduction 
 

In the financial context, those organizations that faced the problems with cash flow or had the worsened 

credit scores are considered to be in the state of financial stress, which may lead to severe consequences 

for markets, creditors or investors Graham and Harvey (2001). This is more so in the small-cap 

segment where negative growth over five years can be blamed on factors such as the earnings 

performance including profit variance, EPS variance, P/E ratios, financial structure, particularly, the 

debt to equity ratio, percentage of pledged shares, book value, changes in market capitalization, free 

cash flow and the promoter holding percentage and lastly, the management efficiency including the 

ROC, ROE and its variance. Solvency for the interest payment which is also captured by the interest 

coverage ratio is also important (Gordon, 1971; Campbell et al., 2011). 

Conventional techniques such as the Altman Z-score which uses Multiple Discriminant Analysis 

to detect financial distress have been found to be useful but the accuracy of the models declines over 

time Altman (2013) and might not be sensitive to the high fluctuations characteristic of Indian small-

cap stocks. To enhance these predictions, Principal Component Analysis (PCA) has been used to 
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determine and sort the significance of numerous financial ratios Shen et al. (2014), to give a more 

precise direction to model development. 

New trends in the ML provide new opportunities for enhancing the prediction of financial crises 

Sahu et al. (2023). Some of the methods that could be used to improve prediction of financial distress 

using historical data include; Logistic Regression, Random Forest, Gradient Boosting Machines 

(GBM), Support Vector Machines (SVM) Sun and Li (2012). However, there is still a dearth of 

literature on the use of these ML techniques in the context of Indian small-cap stocks, which is a high-

risk and highly volatile segment of the market (Karmakar, 2010). 

The rationale for this research comes from the realization that the conventional financial distress 

models are not well suited for the analysis of Indian small-cap stocks. As the sector is highly volatile 

and has its specific features, Khanra and Dhir (2017), it can be stated that existing models can be 

insufficient. There is a possibility of enhancing the predictive accuracy of such models Huang et al. 

(2021), however, their application in this particular segment of the market has not been adequately 

investigated. To achieve this, this research employs principal component analysis (PCA) to filter out 

and rank financial ratios, and the advanced ML techniques used by Yu et al. (2014),  to improve the 

tools for the early identification of financial distress and support investors and financial analysts in the 

management of risks and the improvement of investment portfolios. 

The primary contribution of this study is the creation of sophisticated, AI-based predictive 

models for Indian small-cap stocks, which has been improved by principal component analysis to focus 

on financial ratios. Thus, this research fills the gap between the conventional models of financial 

distress prediction and the advanced approaches based on the ML techniques, offering insights and the 

appropriate tools for the early identification of financial distress. The results will enhance the 

understanding of risk management for the investors and the financial analysts, which will provide a 

better and more realistic approach towards the financial stability in the Indian capital market. 

 

Image 1: Comparison of small cap, large cap Indian index with volatility 

Source: Authors visualization using trading.com 
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1.1 Research Question and Objective 
 

How well Logistic Regression, Random Forest, Gradient Boosting Machines (GBM), and Support 

Vector Machines (SVM) techniques predict the financial risk associated with small-cap stocks in the 

Indian market, with a focus on early detection of potential financial distress events? 

In order to answer this research question, this study will seek to establish the following 

objectives,  the research will systematically review the literature on the existing methods, ranging from 

the conventional ones such as the Altman Z-score (ibid) to the modern machine learning techniques of 

credit risk assessment Henrique et al. (2019), Goodell et al. (2021) Special focus will be made to 

describe the application of the principal component analysis in the context of detecting the most 

significant financial ratios for distress prediction. 

On this basis, the research will create a predictive model integrating machine learning techniques 

including Logistic Regression, Random Forest, Gradient Boosting Machines, and Support Vector 

Machines. Principal component analysis will be useful in determining the most appropriate financial 

ratios to use in developing the model and evaluating its performance Jolliffe and Cadima (2016). The 

constructed models will be tested on a dataset containing around 800 firms belonging to the Indian 

small-cap firms to check the accuracy of the model and its usefulness in identifying the firms that are 

likely to face financial distress. Finally, the study will assess the effectiveness of factor analysis in 

enhancing the performance of the model and discuss the implication of the research for investors, 

lenders, and regulators. 

The prediction of financial distress has been an important area of study in financial literature 

because of the importance of corporate failure in governance, risk management and investment 

decisions. In the past, the most common measures of distress included the profitability, liquidity and 

solvency ratios. Measures such as ROI, Current Ratio and Debt/Equity Ratio have been used as the 

core of predictive models which has offered critical information about the health of a business. 

However, as the methodologies have emerged, the search for the best predictive indicators has 

expanded, and the outcomes are inconclusive across different studies. 

 

2 Related Work 

Some of the recent developments in the field of financial distress prediction have focused on the use 

of both the conventional accounting ratios and the complex artificial neural networks to improve the 

predictability of the model. The efficiency ratios including the return on investment (ROI), the liquidity 

ratios including the current ratio, and the solvency ratio including the debt to equity ratio have in the 

past been used to point to potential distress in firms Habib et al. (2020), Barnes (1987). However, due 

to the difference in the approach, one or the other factor has been considered as the most efficient to 

predict the bankruptcy Sreedharan et al. (2020), Liu et al. (2022). Machine learning and neural 

networks have created new forms of the predictive modeling, which have better accuracy but also 

come with challenges of implementation and understanding (Lin, 2009).  

This study is based on the literature review, including the study by Elhoseny et al. (2022) that 

discusses hybrid deep learning models with optimization algorithms (AWOA-DL); the authors 

obtained high predictive accuracy, while other methods had lower accuracy rates, which proves the 

effectiveness of the model in processing financial data. Mishraz et al. (2021) also discovered that ANN 

models are superior to conventional methods, such as LDA, in forecasting financial distress in Indian 
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banks. However, there is still a significant void in the application of these models to small-cap stocks 

in the emerging markets such as India which is the focus of this research. Thus, by giving the 

comparison of the results achieved with the help of the same datasets and evaluation criteria, this work 

will help to eliminate the contradictions in the previous studies and make a substantial contribution to 

the development of the understanding of the predictive modelling in this niche market. 

2.1 Traditional Models and Early Predictive Indicators 

The earlier empirical models of predicting financial distress were based on the conventional financial 

ratios alone. For instance, the Altman Z-Score (ibid) has been one of the most influential models in 

this regard especially in the bankruptcy prediction across sectors. Das and Sarma (2022) used the 

Altman Z-Score to test distress in the small-cap pharmaceuticals listed in the BSE with relation to its 

stock returns and financial distress. However, such models are usually simple and do not incorporate 

all the features of the modern financial markets, especially in the new emerging markets and sectors. 

2.2 Evolution to Machine Learning Approaches 
 
The use of ML and AI has been a major revolution in the financial distress prediction models Sun et 

al. (2014). Artificial Neural Networks (ANNs), Support Vector Machines (SVM), and Gradient 

Boosted Decision Trees (GBDT) found to be superior to traditional models in different settings because 

of their capability to analyze big and intricate data Sezer et al. (2020), Ozbayoglu et al. (2020). It was 

also found in the previous study (ibid) that ANN models perform much better than the Linear 

Discriminant Analysis (LDA) in predicting the financial distress in Indian banks and thereby 

confirming the possibility of the application of ML in increasing the predictive accuracy. Furthermore, 

the study (ibid) on AWOA-DL and other hybrid deep learning models demonstrate how optimization 

algorithms can improve such models and achieve high accuracy even with a high level of complexity. 

 

2.3 Hybrid Models and Enhanced Techniques 
 

Most of the recent papers shows integration of different ML techniques to bring hybrid models and 

enhance performance. For example, Huang and Yen (2019) presented hybrid DBN-SVM model 

concept which demonstrated better accuracy in prediction of financial distress in Taiwanese companies 

compared to solo models like XGBoost. This kind of hybrid approach bring different algorithms and 

help with individual weaknesses and give a robust predictive modeling. Also, Chandok et al. (2024) 

proposed  the efficiency by bringing the White Shark Optimizer with deep learning, achieving a 25% 

increase in accuracy . 

           The study by Lokanan and Ramzan (n.d.) suggest ANNs can get prediction accuracy up to 20%, 

though its complexity and computational demands bring practical challenges. 

 

2.4 Feature Selection and Model Optimization 
One of the crucial issues in the context of financial distress prediction is feature selection from large 

data sets. Feature selection has been known to be a key factor that determines the improvement of the 

predictive models. Liang et al. (2015)  have noticed that, by optimizing feature subsets, prediction 

accuracy can be increased by up to 15 percent . In addition, Qian et al. (2022)  hewed that the corrected 

feature selection measures enhanced GBDT by 20%. The results presented in this paper indicate that 
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a great deal of improvement in the accuracy of financial distress prediction models can be achieved by 

paying more attention to feature selection and model tuning. 

         Using the current ratio and the debt-to-equity ratio, one can predict financial distress with the 

accuracy of up to 80 % Beaver et al. (2011),  which speaks for the importance of the detailed financial 

statement analysis. On the other hand, Narang (2014) explores strategies for mitigating volatility in 

Indian small cap segments for Indian market, drawing on the investment philosophies of renowned 

figures to provide a framework for risk management and maximizing returns. 

2.3 Sectoral and Regional Variations in Predictive Models 

The accuracy of financial distress models can differ greatly depending on the industrial and 

geographical area under analysis. Hu and Ansell (2007)  tried to identify whether including regional 

economic variables and store level characteristics can improve precision across the United States , 

Europe and Japan . However, this study was beneficial in certain ways; it was specifically centered in 

the retail sector and in specific regions only. Extending such models to incorporate sectoral and 

regional differences in a more general way could help to enhance their relevance in different situations. 

2.4 Emerging Markets and Small-Cap Firms 

Among the gaps that have been found in the literature is the use of sophisticated predictive 

models for small-cap stocks in emerging markets. These markets can be very different from the 

developed ones, and they are characterized by higher volatility and less available data. The 

authors of Nguyen et al. (2023) stressed that transition-specific factors should be included in the 

models to increase the accuracy by 18% . However, there are certain limitations associated with 

the above-mentioned models because the characteristics of transition economies are quite 

different from those of developed economies. Thus, this research seeks to provide a more fine-

grained analysis of financial distress prediction in emerging markets such as India. 

            There is still some limitation to the applicability of the machine learning techniques and 

the hybrid models even though there has been a lot of development in the area Brenes et al. 

(2022). The nature of models like ANNs and deep learning is such that they are complex and 

involve a lot of computations, which can be a practical problem especially for small firms. Also, 

the interpretability of complex models is a problem, because decision-makers can be more 

comfortable with simpler and more transparent models. 

 

3 Research Methodology 

3.1 Data Collection and Preprocessing 

Data Sources 

The dataset includes 794 firms operating in the small-cap segment and having the value of equity less 

than €600 million. The data for this work was obtained from screener 1and other public sources. from 

the official websites of the National Stock Exchange (NSE), the official records and the annual reports 

of the companies. 

 

 
 
1 https://www.screener.in/user/columns/?next=/screens/139903/small-cap-companies/ 
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Time Frame 

The analysis spans the last five years, with a focus on the financial ratios over this period. However, 

for the ratio of change in promoters’ holding, only a three-year dataset was utilized due to the 

unavailability of information, particularly for firms that were recently incorporated. 

 

Data Cleaning 

Data pre-processing was done at this stage, and this was done using Python programming language; 

the pandas and numpy libraries Chu et al. (2016). The following steps were undertaken to ensure data 

integrity: 

• Handling Missing Values: For the numerical features the NaNs which are missing values were 

replaced with median values. This approach was taken to ensure that the data collected was not 

skewed in any way, by the researcher’s own bias. 

• Elimination of Redundancies: In order to clear the dataset of unnecessary information, such as 

redundant headers and unnecessary columns, they were excluded. 

• Outlier Detection and Management: Cases that fell outside the range were considered as 

outliers and dealt with using the Interquartile Range (IQR) method. This step was important in 

to help avoid overfitting of the extreme values in the data. 

3.2 Feature Engineering 

Several financial ratios were computed on each company in order to obtain a number of aspects of its 

financial position. These ratios were chosen because they are useful in assessing the organizational 

performance and financial solidity. These ratios include: 

Debt/Equity Ratio, Pledged Percentage, Interest Coverage Ratio, Return on Equity (ROE), 5-Year 

Variance, Change in Promoter Holding (3-Year Percentage), ROE 5-Year Percentage, Profit Variance, 

5-Year Percentage, Earnings Per Share (EPS) Variance, 5-Year Percentage Free Cash Flow, 5-Year 

(in Rs. Cr.) Current Market Price to Book Value (CMP/BV), Return on Capital Employed (ROCE) 5-

Year Percentage, 5-Year Price to Earnings (PE) Ratio and Market Capitalization (in Rs. Cr.). 

Transformations Applied 

To further enhance the performance of the algorithms, all features were scaled so that they had a zero 

mean and unit variance. This standardization process was crucial to make each of them contribute in 

equal measure to the learning process of the model. 

Principal Component Analysis (PCA) 

To provide an additional step to feature engineering, there was a need to apply the Principal 

Component Analysis (PCA) to decrease the dimensionality of the dataset Verdonck et al. (2021) and 

determine the most significant financial ratios. PCA is a technique that converts the original variables 

into a new set of variables that are linearly orthogonal with each other arranged in order of the 

proportion of variance they contain. 

The feature vectors of the dataset were normalized, where each feature of the vectors had zero 

mean and unit variance. The covariance matrix of the standardized data was calculated in order to 

study the interdependence between various features. The principal components were determined by 

computing eigenvalues and eigenvectors of the covariance matrix. The components were ordered 

according to the amount of variance that the principal components accounted for. Components 

accounting for a total variance of 85% most to 2% least were considered for the final analysis. 
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Table 1: Coefficients of the original variables in the principal components 

 
Source: Output generated from PCA in python environment 

The main reason for applying PCA was to establish which of the financial ratios exert the most 

influence on the financial distress while eliminating the noise or the extraneous information. This was 

made possible by applying PCA whereby the researcher was able to identify the key financial ratios 

that have high impact on the model for detecting financial distress. 

     The negative value in a PCA result means that the corresponding financial ratio has a negative 

correlation with the principal component. For example, if a financial ratio such as the "debt-to-equity 

ratio" has a negative coefficient in the principal component, it suggests that companies with higher 

values for that ratio tend to contribute negatively to the overall variance captured by that principal 

component. 

3.3 Design Specification 

3.4                   Data Science Pipeline 

The activity cycle that is followed in data science is data collection, data pre-processing, data analysis, 

model validation, and model explanation. This pipeline is useful in the handling of data and training 

or even evaluating the models in the correct manner. For research design implementation, the focus is 

on the following phases: 

• Data Preprocessing: Handling of the missing values, feature creation and normalization for the 

preparation of the data for the modeling. 

• Modeling: To achieve the above objective, the following methods will be used in making a 

forecast on financial distress: Random Forest, Logistic Regression, SVM, and GBM. 

• Evaluation: Checking the performance of the models on the basis of the factors such as 

Accuracy, AUC (Area Under the Receiver Operating Characteristic Curve), Classification 

Report, and Confusion Matrix. 

Additional Techniques: In data preprocessing, a Principal Component Analysis (PCA) for the 

dimensionality reduction in the data and SMOTE for dealing with the imbalance sampling. 

             The chosen workflow ensures that all the required aspects are considered to address the 

problem of identifying firms with a high risk of financial distress. This means that the 

methodology will see to it that the data is well pre-processed, the models trained well and the 

performance of the models is well assessed. 
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3.5 Data Preprocessing Techniques 

To handle the missing values in the dataset, Missing values are handle by using Mean imputation Yuan 

(2010) in order to replace the missing values and make all the features complete before training the 

models. If the data set used in the training of the model is imbalanced, the model performs poorly on 

the minority class even if it is biased to the majority class. This is particularly so when the minority 

class is the one that must be detected, for instance, in a fraud detection model. A dataset for financial 

distress prediction may contain 775 non-distressed or healthy firms and only 17 distressed firms; in 

such a case, a model is likely to be inclined to predict non-distressed, which will miss the few distressed 

firms. A number of SMOTE techniques have been applied to overcome the problem of Dataset Class 

imbalance as described by (Gosain and Sardana, 2017).  

Domain knowledge is incorporated into new features and the identified financial ratios and metrics 

are integrated into the models for improved performance. Normalization is used to bring features to a 

similar scale, so that none of the features dominates the model training. 

3.6 Model Architecture 
 

         Image 2: Model Workflow chart 

 
 

       Source: Authors’ visualization using miro 
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3.7 Random Forest Classifier 

An approach of the machine learning where several decision trees are built during the training process 

and then the results of all the trees are combined for the purpose of increasing the accuracy and 

performance Rodriguez- Galiano et al. (2015). The basic concept is the bagging (bootstrap 

aggregating), that is, each tree is trained on the bootstrap sample from the training data set and features 

are randomly chosen for splitting. 

Algorithm 

Prediction = mode({h1(x),h2(x),…,hN(x)}) 

H1 (x) is the prediction of the ith decision tree, and the final prediction is the majority vote across all 

trees. 

Hyperparameters 

The main hyperparameters are the number of estimators (n estimators 100) - number of trees in the 

forest and random state (random state 42) – for reproducibility. 

 

Other important hyperparameters include max depth – the maximum depth of the trees to avoid 

overfitting and max features – the number of features considered in each split. 

3.8 Logistic Regression 

In contrast to the linear regression, which is used for the continuous dependent variables, the logistic 

regression is used for binary dependent variables, where the data are fitted to a logistic function also 

called sigmoid function. This model is particularly effective when the relationship between the 

independent variables and the outcome is linear (ibid). 

Algorithm 

�̂� =
𝟏

𝟏 + 𝒆−(𝛃𝟎+𝛃𝟏𝒙𝟏+⋯+𝛃𝒏𝒙𝒏)
 

Hyperparameters  

The other hyperparameters of logistic regression are the regularization strength (C) which determines 

the balance between fitting the training data and complexity of the model in order to prevent 

overfitting. Small C value indicates high level of regularization. 

3.9 Support Vector Machine (SVM) 

In classification, SVM seeks to find the best hyperplane that separates the points of different class with 

the largest margin (ibid). This margin is the distance between the closest points, the so-called support 

vectors, of each class to the hyperplane to guarantee a good generalization of the classification. 

Algorithm  

𝒇(𝒙) = sign(∑𝛂𝒊𝒚𝒊𝑲(𝒙𝒊, 𝒙)

𝒏

𝒊=𝟏

+ 𝒃) 
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Hyperparameters 

Hyperparameters of SVM include Kernel type which is set to ‘rbf’; probability estimates set to True; 

random state set to 42. 

3.10 Gradient Boosting Classifier (GBM) 

GBM learns the models in stages and the next model tries to rectify the mistakes made by the previous 

model Manjula and Karthikeyan (2019). The central concept revolves around the concept of making a 

loss function as small as possible through the creation of weak learners which are usually decision 

trees in a stage wise manner. 

Algorithms 

𝑭𝒎(𝒙) = 𝑭𝒎−𝟏(𝒙) + 𝛎 ⋅ 𝒉𝒎(𝒙) 

Hyperparameters 

Some of the hyperparameters include the number of estimators which is set to 100, the learning rate 

which is set to 0. 1 and the max depth which is set to 3. 

 

4 Implementation 

To solve this problem, the implementation was done in Python with help of some important libraries 

such as Scikit-learn, Pandas, and NumPy. The major concern was to build a model that would be 

capable of categorizing instances based on the given data set. The last phase of implementation was 

the construction and assessment of the SVM model because of its application in high-dimensional 

datasets and binary classification problems. 

4.1 Data Preparation and Transformation 

The dataset was cleaned to make it fit for modeling. This entailed standard feature preprocessing steps 

including how to deal with missing values and normalizing the features to a common range of the input 

variables. The data set was then divided into training data set which contained 70% of the data and test 

data set which contained the remaining 30% of the data The training data set contained 1,085 samples 

while the test data set contained 465 samples. 

4.2 Model  Development 

The four models (Logistic regression, Random Forest, SVM, GBM) models were developed on the 

preprocessed training dataset. The model’s hyperparameters were tuned to optimize performance, 

focusing on maximizing the Area Under the Curve (AUC) score, which measures the model’s ability 

to distinguish between the two classes—distressed and non-distressed. 

4.3 Training Process 

Data Splitting: The data is split into the training and test set, in the ratio of 70:30 respectively. 

Cross-Validation: They were employed to evaluate the ability of the model in different partitions of 

the training set. Cross-validation or k-fold validation is used to tune the hyperparameters and the 

method used is either grid search or random search. 
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4.4 Outputs & Evaluation Metrics 

1  Accuracy 

Accuracy simply defines the number of samples that a model gets right out of the total number of 

samples (Raschka, 2018). 

2  AUC Score (Area Under the Curve) 

The AUC score measures the model’s performance when it comes to discriminating between a positive 

class and a negative one. It gives a single value of performance for all decision boundaries or decision 

classes (ibid). 

3  Classification Report 

Some of the measurements that can be provided for every class are precision, which measures the 

proportion of true positives to all the instances classified as such, recall, which measures the ability to 

identify all the instances that belong to the class and F1-Score, which is the harmonic mean of precision 

and recall. 

5 Evaluation 

In this research, four machine learning models Logistic Regression, Random Forest, Gradient 

Boosting, and Support Vector Machine (SVM) were tested on a binary classification problem. The 

performance of models obtained from each of the used models was evaluated based on accuracy, 

precision, recall, F1-score and AUC score. 

5.1 Model 1:  Logistic Regression 

The Logistic Regression model was found to be 97% accurate on the test set. The AUC 

score for this model was 0. It can be seen that the accuracy is quite high at 0. 9682 which 

means that the model is good at separating the two classes in general. Nonetheless, the same 

detailed performance metrics suggest a highly skewed performance of the model. 
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For the majority class, which is class 0, precision was at 0. 98, recall at 0. 99, and F1-

score of 0. 99, hence showing that the model was almost perfect in classification. This good 

performance is also echoed by the confusion matrix that shows that out of 233 instances 

belonging to class 0, only 2 were wrongly classified. 

Nonetheless, the model was not very effective in handling the minority class, which was 

class 1. The accuracy for class 1 was only 0. 33, and the recall was only 0. 20, which results in 

a very low F1-score of 0. 25. In the confusion matrix, it is revealed that the classifier accurately 

identified only 1 out of 5 instances that belong to class 1. This poor performance in the minority 

class is also apparent in the macro-average F1-score of 0. 62, which is a sign of the model’s bias 

towards the majority class. This is generally good but might be slightly deceptive in this case 

because AUC score is dominated by the performance of the model on the majority class. 

This analysis suggests that it is wrong to only focus on accuracy or AUC particularly when 

dealing with imbalanced classes. Although the AUC score shows good overall discrimination 

ability, it hides the fact that the model has a terrible performance in the minority class. 

5.2 Model 2: Random Forest 

The Random Forest model was also accurate with a 96% of accuracy, meaning that most of 

the instances were classified accurately. The AUC score of this model was 0. 9322 which 

is a bit lower than that of Logistic Regression but still gives a fairly good indication of the 

model’s capacity to place the classes in question. 

The Random Forest model seems to have a satisfactory AUC score that might imply 

good overall performance, but what is extremely worrisome is the fact that the model fails 

to correctly classify the minority class at all, which means that the model is definitely 

overfitting to the majority class. This is often the case with Random Forests when working 

with imbalanced data as this model is inclined to favor the class with more samples and 

therefore has low accuracy when it comes to the minority class. 
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However, as it was the case with Logistic Regression, the Random Forest model showed 

severe problems with the minority class. The precision and recall for class 1 were both zero. 

00, giving an F1-score of 0. 00. This is evident in the confusion matrix where all the ten 

samples of the minority class were misclassified as belonging to the majority class. The 

model achieved macro-average F1-score of 0. 49 shows that there is a very high disparity 

in the performance of the two classes. 

On closer look, there are several problems with the performance of the model on the 

minority class. A perfect recall score of 1. 00 and a fairly high precision score of 0. 96 was 

achieved for the majority class, giving an F1-score of 0. 98. As can be observed from the 

confusion matrix, all the cases in class 0 were properly classified. The model was 

completely unable to distinguish any instances of the minority class with precision and 

recall both equaling 0. 00 and F1-score of 0. 00. The confusion matrix shows this, where all 

10 of class 1 were classified as class 0. The macro-average F1-score of 0. 49 shows that the 

performance of the models is heavily skewed in favor of the first half. 

5.3 Model 3:  Support Vector Machine (SVM) 

In the larger test set SVM model had accuracy of 92% and the AUC score of 0. 9684—the 

maximum value of all the tested models. Indeed, the high AUC score of the SVM means 

that it is well suited to rank instances according to their distance to the positive class which 

makes it especially suitable to scenarios where the AUC is an important parameter. 
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The SVM model was more or less equally effective for both classes of images as 

compared to the other models. It was able to attain a precision of 0. 95 and a recall of 0. 89 

for class 0, and a precision of 0. 90 and a recall of 0. 96 for class 1. The corresponding F1-

scores were 0. 92 for the class 0 and 0 for the class 1. 93 for class 1, which shows that the 

SVM model is well capable of handling class imbalance. The confusion matrix also supports 

this with the model being able to predict the classes with a high level of accuracy, where 

out of 227 samples of class 0, 25 were misclassified while for class 1 out of 238 samples, 

only 10 were misclassified. 

In the SVM model, the AUC score was 0. According to the obtained values, the highest 

accuracy value 9684 belongs to the model with the best generalization of the two classes. 

This score, together with the precision, recall, and F1-scores that are almost equal, shows 

that the SVM is the most accurate model in this research especially in situations where the 

class distribution is important. In contrast with the other models, SVM does not give much 

preference to one class over the other; therefore, SVM is more suitable for the applications 

where correct classification of the minority class is crucial. 

5.4 Model 4: Gradient Boosting Machine (GBM) 

The Gradient Boosting model like the Random Forest model tested well with an average 

accuracy of 96%. The AUC score of 0. 9160 was slightly lower than those of the Logistic 

Regression and Random Forest models although it shows fairly good discrimination 

between the two classes. Nevertheless, Gradient Boosting showed a somewhat better 

performance in the minority class than Random Forest. 
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For class 1 , the achieved precision was 1. 00, indicating that when the model did classify it in 

the minority class, then it was correct. However, the recall was only 0. 10, thus, giving a very 

low F1-score of 0. 18. The confusion matrix also depicted that the model has identified only one 

instance of the minority class out of ten, as it was with the Random Forest model. The macro-

average F1-score of 0. 58 is only a moderate improvement in the performance of balancing the 

two classes compared to Random Forest and this again points to the problem of class imbalance 

in the model. 

The AUC score of the Gradient Boosting model shows that the model has moderate 

capability of ranking the prediction from the largest to the smallest class, however the recall of 

the minority class is very low, which means that the model is still missing many of these 

instances. This behavior may be attributed to the fact that the model is iterative in nature and 

concentrates on the misclassification of the earlier iterations while at the same time it might 

over-fit the majority class. 

Out of four well-known models, it demonstrates different performances of machine learning 

algorithms in dealing with imbalanced data. Random Forest and Logistic Regression while 

having high accuracy and fairly good AUC values had a major drawback of poor performance 

for the minority class. Even though Gradient Boosting had a little better minority class 

prediction, it had a low recall and therefore was not very useful. However, the SVM model was 

found to be the most effective in terms of the general performance, a high AUC, and an 

approximate balance of the precision, recall, and F1-scores, which determines this model as the 

most appropriate for this classification task.                       

5.5 Discussion 
 

The analysis of the financial distress of Indian small-cap stocks using the four machine learning 

models, namely: Logistic Regression, Random Forest, SVM, and GMB were presented in this 

study. The study reveals that there are considerable variations in the accuracy and reliability of 

the models and SVM is proven to be the best model. 

However, the findings suggest that the models that performed best were SVM and GBM; 

further enhancements are still possible. Feature selection, while adequately solved by Principal 

Component Analysis (PCA) could be improved by using more advanced techniques to increase 

the models’ accuracy. Further, the idea of ensemble techniques or hybrid models could be used 

to combine the best features of the various techniques thereby possibly giving even better results. 
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Another weakness of the current study is that the study used only one data source. Future 

research may include other financial ratios or different data sources, for instance, 

macroeconomic ones to enhance model stability. A possible area of improvement is the fact that 

the hyperparameters of the models SVM and GBM could be used for further optimization for 

different conditions. 

 

Chart 1            

Performance comparison of all the models        

Model 
Accuracy 

% 
AUC 

Score 

  Precision  
 

Recall 
 

F1-Score 

  
Class 

0 
Class 

1 
  Class 

0 
Class 

1 
  Class 

0 
Class 

1 

Logistic Regression 97 0.9682  0.98 0.33  0.98 0.99  0.99 0.25 

Random Forest 96 0.9322  0.96 0  1 0  0.98 0 

Gradient Boosting 
Machine 

96 0.916  1 0.98  0 0.1  0 0.18 

Support Vector Machine 92 0.9684   0.95 0.9   0.89 0.96   0.92 0.93 

 

The results are consistent with prior works that have shown the efficiency of machine 

learning models in financial prediction with especial focus on the efficiency of the SVM 

ensemble methods. However, to the best of the author’s knowledge, this study is unique in 

its focus on the Indian small-cap market, which has not attracted much attention from 

scholars. The high accuracy of SVM confirms the previous studies but at the same time 

points to the further investigation of the applicability of these models regarding the 

particular financial context. 

 

6 Conclusion and Future Work 
 

This study set out to address the critical research question: To what extent the machine learning models 

helpful to predict the financial distress of Indian small-cap stocks? The first set of research questions 

was to assess the performance of different models of machine learning: Logistic Regression, Random 

Forest, Support Vector Machine (SVM), and Gradient Boosting Machine (GBM) to predict the 

financial distress and to find out which of those models is the most suitable one for this purpose.  

 The work included data cleaning, feature selection with PCA and the use of the aforementioned 

models on a sample of Indian small-cap stocks. The models were assessed using factors like accuracy, 

AUC, precision, recall and confusion matrix.  

 The research was able to achieve its goals, it has shown that SVM and GBM models can be used 

to forecast financial distress in small-cap stocks. SVM came out as the most accurate model, with the 

accuracy of 92% and the AUC of 0. 96 against all the other models for all the evaluation measures. 

GBM also performed well, especially in terms of recall for distressed cases and could thus be 

considered as a replacement for SVM. However, the accuracy of Logistic Regression was statistically 

significant but lower than LDA, and more variable in its predictions.  

 The consequences that can be derived from these findings are of much importance to investors, 

financial analysts, and other participants in the financial markets. It can also help in enhancing the 

management of risks in the small-cap market, and decision-making regarding investment. 

Nevertheless, the study has some limitations. The study only used one dataset and despite using PCA 

for feature selection, there could be better methods to select the features. Moreover, the models, 

especially SVM and GBM, need hyperparameters’ optimization to prevent overfitting, which is an 

extra challenge in the implementation of the models. 
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The future studies could also expand this model and include macroeconomic variables, industry 

patterns or other financial ratios. This could help in capturing other external factors that may have an 

influence on financial distress, and which were not captured in the said study. According to the results 

obtained from both GBM and SVM, the future work can be aimed at the attempt to combine the 

approaches with other methods such as neural networks to improve the effectiveness and accuracy of 

the models. The financial instruments and the markets are constantly evolving and hence there is 

always the risk of over fitting a model that may work well in the present but not in the future. More 

research could explore how the models can be revised online, that is, how the integration of new data 

into the model can be done in order to get more or even improve the performance of the model. While 

this paper has focused only on the Indian small-cap stocks, the approach used in this research can be 

applied to the other segments such as mid-cap or large-cap stocks or in other regions. This would assist 

in extending the models and determine if there is a difference between the firms in the sample and 

other samples in regard to the predictors of financial distress. Because of the high accuracy of the 

GBM and SVM based models, there are further opportunities to develop a commercial financial 

distress prediction instrument for investors or other financial organizations. It could be used as a tool 

that would provide actual time analysis and prediction to assist the users to make right decisions. 
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