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1 Introduction 
 

My research work on the topic “Machine Learning for Financial Inclusion and Safety: 

Empowering Women Against Violence” is submitted as part of the requirements for the 

completion of the MSc Fintech module. This configuration manual adds to the requirement for 

completion. The configuration manual will detail the steps involved in the execution of the 

study including the technologies and hardware configuration of the devices used. It would also 

aim to provide specifications for future research that may guide other research endeavours in 

the future ensuring reproducibility.  

 

 

2 System Specification 

2.1 Hardware 

The research project was conducted on a Windows 11 pro computer:   

• Operating System: Microsoft Windows 11 Home Single Language 

• Computer Model: HP Pavilion x360  

• Processor: 12th Gen Intel® Core (TM) i5-1235U, 1300 MHz, 10 

Cores, 12 Logical Processors 

• RAM: 16.0 GB    

2.2 Software and Tools 

• Google Drive: This is a cloud storage device that allows users to store files online, 

enabling access from any device. 

• Google Colab: This is a cloud-based platform that allows for the writing and 

execution of codes written in Python. The platform is also interactive with access to 

GPUs and allows for note-sharing or collaboration. This platform also allows for 

seamless integration with Google Drive where raw data for analysis can be stored for 

analysis or where processed data in the course of the analysis can be stored for easy 

retrieval in the course of the analysis. 
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• Microsoft Office LTSC: This provided Excel which stores the raw data deployed for 

use in the Python environment on Google Colab and Word which is used for the 

typesetting of reports.  

 

 

3 Data Source 
 

The data for the study was from the World Bank and Demographic and Health Survey. Two 

datasets were employed contextual_indicators.csv, and violence.csv. The contextual indicators 

dataset contains indicators on digital financial inclusion across the globe, while the violence 

dataset also contains violence indicators around the world. The description of the datasets are 

shown below:  
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4 Data Cleaning and Pre-processing 
 

The data analysis was in two main stages – exploratory data analysis, and several other 

processes involving, statistical analysis, and machine learning (PCA) to derive meaningful 

insights from the datasets. The entire analysis was focused on understanding financial 

exclusion and vulnerability across countries using indicators derived from contextual and 

violence-related data. 

 

 

5 Data Techniques 

5.1 Exploratory Data Analysis (Individual Analysis of Contextual and 

Violence-Related Data) 

5.1.1 Financial Inclusion 

This is the first part of the exploratory data analysis and it focusses on digital financial 

inclusion indices within the data.  

From the start, we initiate the EDA process by mounting Google Drive to access the 

contextual_indicators.csv, which is loaded into a panda DataFrame. In the initial part, the 

data was verified with the display of the first few rows to ensure that the data has been read 

correctly. 
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Focus on Mobile Money Indicators. 

The analysis narrows down to focus on indicators related to mobile money usage. Using a 

filter for strings containing "mobile money," the script identifies and displays unique 

indicators that match this criterion. This step helps in understanding the range of mobile 

money-related data available within the dataset. 

 
 

Detailed Analysis on Specific Indicators. 

Further, the script pinpoints a specific indicator – "Use a mobile money account two or more 

times a month (% age 15+)." It filters the dataset accordingly and converts the 'Year' column 

to an integer type for consistent filtering. This filtered data is then displayed to ensure 

accuracy. 

  
 

Post-COVID Trends Analysis. 

Post-2020 data is extracted to analyze trends in mobile money usage after the onset of the 

COVID-19 pandemic. The script groups this data by country and calculates average values to 

observe country-specific trends in mobile money usage, which are displayed and visualized 
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using a bar graph. This visualization helps in quickly identifying countries with higher 

average usage rates. 

 

 
 

Independent Use of Mobile Money. 

An additional layer of analysis focuses on the independent use of mobile money accounts, 

filtering for an indicator related to users operating their accounts without assistance. Similar 

to previous steps, the data is filtered post-2020, grouped by country, and visualized to 

highlight differences in independent usage across countries. 

https://liveprod.worldbank.org/en/topics/violence
https://dhsprogram.com/data/available-datasets.cfm


 

https://liveprod.worldbank.org/en/topics/violence 
https://dhsprogram.com/data/available-datasets.cfm 
 
 

 
 

Comparative Analysis. 

The script sorts the data on independent mobile money usage and identifies the top and 

bottom countries based on usage rates. It then visualizes these comparisons using bar charts, 

incorporating value labels for clarity. These visualizations are crucial for stakeholders to 

easily discern which countries are leading or lagging in mobile money adoption. 
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5.1.2 Violence Indicators 

Here we, analyse and interpret violence-related data across countries. The analysis focuses 

specifically on indicators of various forms of violence across different countries. It uses 

libraries like pandas for data manipulation, seaborn and matplotlib for data visualization, and 

machine learning tools for predictive modeling. 

 

Setup and Initial Data Loading 

We import necessary libraries (pandas, matplotlib, seaborn) and sets the aesthetic style for 

seaborn plots. 

 

Data Loading: 

 We read the CSV file containing violence-related data into a panda DataFrame and print out 

the first few rows to verify correct loading. 

 

 
 

 

Preliminary Data Exploration 

Basic Information: this displays basic information and statistical summaries of the dataset, 

including checks for missing values. 

 

Unique Values Exploration 

Here, we print the number of unique values and samples of unique indicators and countries, 

which helps understand the diversity and scope of the dataset. 

 

Data Filtering and Preparation 

Keyword Filtering: we define a list of keywords related to various forms of violence and 

filter the DataFrame to include only those indicators that match the keywords. 

 

Data Pivoting: here, we transform the filtered data into a pivot table format suitable for 

analysis, where each row represents a country and year combination, and columns represent 

different violence indicators. 

 

Feature Engineering 

Violence Score Calculation: here, we create a new column called 'Violence Score' by 

summing up all indicator columns for each row, representing a cumulative measure of 

reported violence instances. 

 

https://liveprod.worldbank.org/en/topics/violence
https://dhsprogram.com/data/available-datasets.cfm


 

https://liveprod.worldbank.org/en/topics/violence 
https://dhsprogram.com/data/available-datasets.cfm 
 
 

Exploratory Data Analysis (EDA) 

Plotting Hotspots: we identify and visualise the top countries with the highest violence 

scores using a bar plot, helping to pinpoint regions with severe issues. 

 

 
Trend Analysis: we generate line plots to display the global median and mean values of 

violence over years, and trends of violence metrics over time for specific countries identified 

as important. 

 

 
 

Predictive Modeling 
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Model Building: we construct a predictive model to forecast levels of violence. It involves 

scaling the features, splitting the data into training and testing sets, fitting a RandomForest 

classifier, and evaluating the model performance using accuracy and a classification report. 

 

The following results were obtained: 

 

 

 

5.2 Analysis of Integrated Contextual and Violence-Related Data 

The procedures involved included data preparation and transformation steps and creating an 

analysis of the final indices (Financial Exclusion Index and Vulnerability Index) across 

countries and over time  

5.2.1 Stage 1 

This stage involves an integration of data handling, statistical analysis, and machine learning 

(PCA) to derive meaningful insights from the data. This was applied due to the complex 

nature of the data. By complex, it means that there was a broad dimensionality in the data. 

PCA was applied to reduce the dimensionality of the data in a way that would retain most of 

the variance. This process further broken down into the following steps:  

 

Data Loading 

The CSV files containing contextual indicators and violence data are loaded into pandas 

DataFrame.  

 

Data Exploration 

Initial Display: The script prints the first few rows of both datasets to verify the correct 

loading and to provide a glimpse of the data structure. 
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Data Filtering 

In this part, we search for specific indicators related to financial exclusion and vulnerability 

within the contextual and violence datasets, respectively. We filter indicators that contain 

keywords like 'financial', 'school', 'education', 'poverty', 'literacy', 'violence', and 'harassment'. 

 

 

 
Indicator Selection 

Based on the filtered results, specific indicators are selected for further analysis. 

Data Preparation 

Data Combination and Further Filtering: The combined dataset is further filtered based on 

the earlier selected indicators. 
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Pivot Table Creation: A pivot table is created to transform the data into a format suitable for 

Principal Component Analysis (PCA), with each indicator as a column, and the 'Country 

Code' and 'Year' as the index. 

 

Data Cleaning 

Missing Value Imputation: Missing values in the dataset are imputed using the mean of 

each column. 

 

Data Standardization: The numeric data is standardised to have a mean of zero and a 

standard deviation of one, which is necessary for effective PCA. 

 

Visualization 

Histograms: Before and after standardization histograms are plotted for each indicator to 

visualize the effect of standardization. A few samples of these are shown below: 

 

 

 
 

Dimensionality Reduction 

PCA Application: PCA is applied to reduce the dimensionality of the data, capturing the 

most significant variance in fewer dimensions – we used a total of 5 principal components. 
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Visualization and Analysis of PCA Results: we explore the explained variance ratio to 

understand the importance of each principal component. 

 

 
 

Index Creation 

Index Calculation: we construct two indices, a financial exclusion index and a vulnerability 

index, based on selected principal components and their explained variances. These indices 

are aimed to quantify levels of financial exclusion and vulnerability for further analysis. 

 

Data Saving and Output 

 

Data Saving: The final DataFrame, including the indices, is saved back to a CSV file in 

Google Drive. 

Loadings Display: The principal component loadings, which reflect the contribution of each 

original feature to the components, are also saved and displayed. 
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5.2.2 Stage 2 

This stage involves applying machine learning techniques to the data prepared in the first 

stage. This is broken down into the following steps: 

 

Machine Learning Part 

 

Data Loading and Preprocessing 

Load Data: we load the CSV file containing the saved data from the PCA analysis in Stage 1 

(data_with_indices1.csv) from Google Drive. The data is also printed to show the first few 

rows to verify its loading. 

 

Define Features and Target: The features selected for the machine learning model include 

the principal components (PC1 to PC5), the Vulnerability_Index, and the Year. The target 

variable to be predicted is the Financial_Exclusion_Index. 

 
 

Model Training and Evaluation 

 

Split Data: The dataset is split into training (80%) and testing (20%) sets using sklearn's 

train_test_split. 

 

Define Model: A RandomForestRegressor is chosen as the prediction model. This is useful 

for tasks involving regression. 

 

Parameter Tuning: RandomizedSearchCV is used to optimize the model parameters 

(n_estimators, max_features, max_depth, min_samples_split, min_samples_leaf, bootstrap) 

over 50 iterations and 3-fold cross-validation. This helps in finding the best model 

configuration to improve prediction accuracy. 

 
 

 

Fit Model: The best parameter set is used to train the model on the training data. 
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Predictions and Evaluation: Using the best model, predictions are made on the test set. The 

model's performance is evaluated using the mean squared error (MSE) and R² score, which 

are standard metrics for regression tasks. The results are shown below:  

 

 

 

Model Output and Visualization 

 

The best-performing model is saved to Google Drive, allowing for future use without 

retraining. 

 

 
 

Residual Plot: A residual plot (predicted vs. residuals) is generated to visually assess model 

performance. Ideally, residuals should be randomly distributed around the horizontal line at 

0, indicating good model predictions. This was satisfied for the model appreciably as shown 

 

 
Correlation Matrix: A correlation matrix for the numeric data is calculated and displayed 

using a heatmap. This visualization helps understand the interrelationships among the 

features, including the principal components and indices. The output is shown below:  
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5.2.3 Stage 3 

Here we integrate machine learning insights from the second stage with geospatial 

visualization to provide an even more comprehensive analysis of financial exclusion indices 

across different countries.  

 

Partial Dependence Plots 

Partial Dependence Plots: These plots are generated for selected features (PC1, PC2 – the 

strongest principal components, Vulnerability_Index) using the best model obtained from 

Stage 2. These plots help in understanding the marginal effect of these selected features on 

the predicted outcome, independent of other features. 

 

Geospatial Data Handling 

Load Shapefile: A shapefile containing geographic data (country borders, in this case) gotten 

from nature website is loaded.  

 

Display GeoDataFrame Columns: we print the columns of the GeoDataFrame to verify the 

structure and available data after loading the shapefile. 

 

Principal Component Analysis (PCA) Integration 

Create PCA DataFrame: we create a new DataFrame to store our earlier PCA results, 

including principal components and additional data like country codes and years. 
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Compute Indices: we compute the financial exclusion and vulnerability indices using a 

weighted sum of selected principal components, where weights are derived from the 

explained variance ratio provided by PCA done in Stage 1. This step quantifies the financial 

exclusion and vulnerability in numerical terms. 

 

Add Indices to DataFrame and Display: The newly computed indices are added to the PCA 

DataFrame, and the first few rows are displayed to verify the data. 

 

Saving PCA DataFrame: The final PCA DataFrame is saved to Google Drive, ensuring that 

the processed data is stored for future use. 

 

Geospatial Visualisation 

Data Preparation: An existing DataFrame (data_with_indices – data stored in the drive after 

PCA analysis in stage 1) is prepared to include only relevant columns for merging with the 

geospatial data. 

 

Merge Data with GeoDataFrame: The GeoDataFrame containing country shapes is merged 

with the data_with_indices DataFrame on country codes to align financial exclusion data with 

corresponding geographic entities. 

 

Verify Merged Data: Columns and a preview of the merged DataFrame are displayed to 

confirm the successful integration of financial indices with geospatial data. 

 

Plot Geospatial Data: here we plot the financial exclusion index on a map using a distinct 

color map (viridis). The plot includes a legend and titles to enhance readability and 

interpretation. This visual representation is crucial for identifying geographical patterns and 

disparities in financial exclusion across countries. The geospatial plot is shown below 
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The last part of the analysis implements a clustering analysis using the K-means algorithm.  

 

Data Preparation: From the DataFrame pca_df, which is used to describe the 

data_with_indices – data on which PCA was applied in Stage 1. We select two columns – our 

financial exclusion and vulnerability indices –  'Financial_Exclusion_Index' and 

'Vulnerability_Index', and drop any rows with missing values to prepare the data for 

clustering. 

 

Clustering Process 

We instantiate a  Means object with 3 clusters and fit the K-Means model to the prepared data 

to find clusters based on the financial exclusion and vulnerability indices  (Cui, et al., 2013). 

 

Label Integration: 

After fitting the model, we extract the cluster labels assigned to each data point and add them 

to the original DataFrame pca_df as a new column named 'Cluster'. 

Visualization: 

Using seaborn's scatterplot, we visualise the data points, plotting the 

'Financial_Exclusion_Index' against the 'Vulnerability_Index'. 

Each point is colored based on its cluster assignment, using the 'viridis' color palette. 
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There is a final output of this code which helps to visualizing how countries are grouped 

based on their financial exclusion and vulnerability characteristics. The scatter plot is shown 

below:  

 

 
 

6 Conclusion 
This configuration manual provides a comprehensive overview of this research's key 

technologies, methodologies, and processes. It details the systematic approach to collecting, 

cleaning, processing, and analysing data using Python on Google Colab. By documenting the 

specific hardware and software configurations, data sources, and analytical techniques used, 

this manual serves as a valuable resource for replicating the research findings. 

      Ultimately, this manual not only support the reproducibility of this specific research 

project but also contributes to the broader academic and practical understanding of leveraging 

machine learning for financial inclusion and safety. 
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