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Chapter	1	

Introduction	

learning	along	with	Deep	Learning	algorithms.	It	incorporates	historical	data	
analysis	 to	 predict	 forthcoming	 stock	 charges.	 This	 project	 uses	 different	
models,	 most	 of	 them	 are	 ARIMA	 (AutoRegressive	 Integrated	 Moving	
Average),	 Logistic	 Regression,	 SVC	 (Support	 Vector	 ClassiUier),	 XGBoost,	
LSTM,	and	CNN.	 	
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Chapter	2	

System	Con6iguration	

2.1	 Hardware	Requirements	
The	hardware	needed	to	deploy	the	system:	

• Processor:	CPU:	Multi-core	CPU	(Intel	i5	or	equivalent)	

• Memory:	8GB	System	RAM	(16	GB	for	deep	learning	models)	

• Storage:	50GB	free	disk	space	

• GPU:	 NVIDIA	 GPU	 with	 CUDA	 support	 (recommended/optional	 for	
signiUicantly	faster	deep	learning	model	training)	

2.2	 Software	Requirements	
• Operating	System:	Windows	10,	macOS,	or	Linux	

• Python:	Version	3.11	

• Python	Packages:	yUinance,	 pandas,	 plotly,	 statsmodels,	 scikit-learn,	
xgboost,	tensorUlow	

Python	Environment	Setup:	

1. Install	Python	3.11	from	the	ofUicial	website.	

2. Set	up	a	virtual	environment:	

• On	Windows:	python -m venv stock forecast env	

• On	macOS/Linux:	python3 -m venv stock forecast env	
3. Activate	the	virtual	environment:	
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• On	Windows:	stock forecast env	
Scripts ac6vate	

• On	macOS/Linux:	source stock forecast env/bin/ac6vate	

4. Install	 required	 libraries	 using	 pip install yfinance pandas plotly 
statsmodels scikit-learn xgboost tensorflow	 	
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Chapter	3	

Project	Implementation	

3.1	 Data	Collection	

	

Figure	3.1:	Data	fetching	for	Apple	Inc.	(AAPL)	using	yfinance.	

The	 historical	 stock	 data	 for	 Apple	 Inc.	 (AAPL)	 is	 fetched	 using	 the	
yfinance library.	The	data	spans	from	August	1,	2014,	to	August	1,	2024,	and	
includes	daily	open,	high,	low,	close,	and	volume	values.	

3.2	 Feature	Selection	
Key	features	such	as	‘Open‘,	‘High‘,	‘Low‘,	‘Close‘,	and	‘Volume‘	are	selected	for	
analysis.	Additional	derived	features	like	open-close (the	difference	between	
the	opening	and	closing	prices),	low-high (the	difference	between	the	lowest	
and	highest	prices),	and	is quarter end (binary	feature	indicating	the	end	of	a	
quarter)	are	also	created.	

3.3	 Data	Pre-processing	
The	data	is	cleaned	by	handling	any	missing	values	and	ensuring	consistency	
across	the	dataset.	The	MinMaxScaler is	used	to	normalize	the	data,	scaling	
all	features	to	a	range	between	0	and	1,	which	is	crucial	for	training	machine	
learning	and	deep	learning	models	effectively.	
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3.4	 Feature	Engineering	
The	 derived	 features	 mentioned	 in	 the	 Feature	 Selection	 section	 are	
engineered	to	enhance	the	predictive	power	of	 the	models.	These	 features	
are	used	in	conjunction	with	the	original	data	to	train	the	models.	

3.5	 Exploratory	Data	Analysis	
Exploratory	Data	Analysis	(EDA)	is	performed	to	understand	the	distribution	
and	 relationships	 of	 the	 features.	 This	 includes	 generating	 line	 charts	 for	
closing	 prices,	 candlestick	 charts	 for	 daily	 stock	 performance,	 moving	
averages	 to	 identify	 trends,	 and	 correlation	 heatmaps	 to	 uncover	
relationships	between	features.	

	

Figure	3.2:	Line	chart	showing	trends	in	AAPL	closing	prices.	

	

Figure	3.3:	Candlestick	chart	for	daily	stock	performance	of	AAPL.	
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3.6	 Data	Transformation	
The	 time	 series	 data	 is	 transformed	 to	prepare	 it	 for	model	 training.	 This	
involves	creating	sequences	for	the	LSTM	and	CNN	models,	and	ensuring	that	
the	data	is	stationary	for	the	ARIMA	model	using	techniques	like	differencing.	

3.7	 Modelling	
Various	models	are	implemented	to	predict	stock	prices:	

• ARIMA:	Used	for	time	series	forecasting	based	on	the	historical	data.	

	

Figure	3.4:	ARIMA	model	forecasting	for	AAPL.	

• Logistic	 Regression,	 SVC,	 and	 XGBoost:	 These	 models	 classify	 the	
stock	 price	 movement	 as	 upward	 or	 downward	 based	 on	 the	
engineered	features.	

	

Figure	3.5:	Comparison	of	ML	models	for	predicting	stock	price	movement.	
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• LSTM:	A	deep	learning	model	used	to	capture	long-term	dependencies	
in	the	stock	price	data.	

	

Figure	3.6:	LSTM	model	predictions	vs	actual	stock	prices	for	AAPL.	

• CNN:	A	deep	learning	model	used	to	capture	spatial	hierarchies	in	the	
stock	price	data.	

	

Figure	3.7:	CNN	model	predictions	vs	actual	stock	prices	for	AAPL.	

3.8	 Evaluation	
The	models	are	evaluated	using	various	metrics:	
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• Accuracy:	Measures	the	overall	correctness	of	the	model’s	predictions.	

• Confusion	 Matrix:	 Provides	 insight	 into	 the	 true	 positives,	 false	
positives,	true	negatives,	and	false	negatives.	

• ROC-AUC	Score:	Assesses	 the	model’s	ability	 to	distinguish	between	
classes.	

	

Figure	3.8:	Performance	comparison	of	all	models	based	on	accuracy.	

Chapter	4	

Conclusion	

This	current	report	documented	how	this	system	was	built	and	developed	for	
forecasting	 the	 stock	 price	 with	 combining	 machine	 learning	 (ML)	 &	
deeplearning	based	approaches.	The	system	was	back-tested	with	historical	
stock	data	of	Apple	Inc.	—	for	which	it	showed	impressive	results	in	respect	
to	 key	 metrics	 its	 performance,	 and	 how	 well	 it	 maintained	 statistical	
independence	across	the	strategies	(i.e.,	feature	importance).	Possible	future	
reUinements	 could	 involve	 deploying	 more	 Uinancial	 indices,	 real-time	
processing	of	data,	and	also	other	complex	architectures	in	deep	learning.	


