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1 Environment Requirements   
This configuration manual discusses the hardware, and the software required to implement the 

research work. The steps taken are mentioned so it will be easy for anyone replicating the 

experiments.   

2 System Specification   

2.1 Hardware Requirements   
The system specification where all experiments implemented are discussed below:   

• Processor: Intel Core i5.   

• System Memory: 1TB Hard disk, 256GB SSD.   

• RAM: 16GB.   

2.2 Software Requirements   
The software requirements are discussed below:   

• Windows Edition: Windows 10+   

• Integrated Development Environment: Jupyter Notebook version 6.1+   

Jupyter Notebook reference figure 1   
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Figure 1: Jupyter Notebook   

• Scripting Language: Python 3.   

2.3 Jupyter Notebook setup   
If any user does not have Jupyter Notebook setup on their machine then,   

• Install Anaconda.   

• Python 3 version or python 3+ version is mandatory.   

Alternatively, to install Jupyter notebook using python’s package manager,   

• “pip3 install --upgrade pip” run this command to ensure latest pip.   

• Then install Jupyter notebook by using this command “pip3 install jupyter”.   

2.4 Libraries   
required libraries are mentioned in   

Figure 2   

Documentation of libraries:-    

• NumPy:- It is numerical library for machine learning and statistical analysis. 

https://numpy.org/doc/   

• SciPy:-  It  is  used  for  scientific  and  technical  computing. 

https://docs.scipy.org/doc/scipy/   

https://numpy.org/doc/
https://numpy.org/doc/
https://numpy.org/doc/
https://numpy.org/doc/
https://docs.scipy.org/doc/scipy/
https://docs.scipy.org/doc/scipy/
https://docs.scipy.org/doc/scipy/
https://docs.scipy.org/doc/scipy/
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• Scikit-Learn (sklearn) :- Modelling library which offers tools for regression machine learning 

models. https://scikitlearn.org/stable/   

   

Figure 2: Required libraries   

3 Dataset Implementation   

3.1 Simple model implementation   

• Download the necessary dataset from open source such as Central Statistics Office (CSO).   

• Put those dataset in project directory..   

   

Figure 3.1: Dataset Implementation   

• Link of “Employment_Number” dataset is https://data.cso.ie/table/UA29   

4 Data Cleaning   
• In data cleaning check duplicates and null values.    

• Handled it based on requirements.   

  

  

https://scikit-learn.org/stable/
https://scikit-learn.org/stable/
https://scikit-learn.org/stable/
https://scikit-learn.org/stable/
https://scikit-learn.org/stable/
https://data.cso.ie/table/UA29
https://data.cso.ie/table/UA29
https://data.cso.ie/table/UA29
https://data.cso.ie/table/UA29
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Figure 4 : Data Cleaning   

• Now data is cleaned but do check null values and duplicates again for confirmation.   

5 Data Visualization   
  

Figure 5.1 describes Employment Trends Over Time By Sector For Ukrainian Refugees.  

  

   

Figure 5.1: Employment Trends Over Time By Sector For Ukrainian Refugees.  

    
   

6 Splitting Data   
  

   

Figure 6: Splitting data   
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• Splitting data into training and testing using standard ration which is 80 : 20.   

7 Machine Learning And Evaluation  
  

• Applying models like Random Forest, Gradient Boosting and Neural network.   

  
Figure 7.1: Random Forest  

   
Figure 7.2: Gradient Boosting   
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Figure 7.3: Neural Network  

    

8 Learning Curve  

  
Figure 8.1: Random Forest’s Learning Curve.  
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Figure 8.2: Gradient Boosting’s Learning Curve  

  

  
Figure 8.3: Neural Network’s Learning Curve  


