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Configuration Manual 

Bhagyashree M Kenche                              

x22228233 

1 Introduction 

This Configuration Manual intends to present an complete explanation over the significant 

steps taken minutely into consideration for the success of this research paper “ Prediction of 

Health Insurance Cost”. The data covered below is segregated under respective sections 

namely, System Configuration, Software and Hardware details, Implementation with 

development and deployment process carried out to get the expected output from the code run. 

2 System and Software Requirements 

The Project was developed and implemented on the below configuration: 

 

Figure 1: System Configuration. 

Operating System Windows 11 

RAM 56.9 GB (Google Colab) 

Disk Space 201.23 GB (Google Colab) 
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Runtime Model Name 12th Gen Intel(R) Core(TM) i7-1255U 1.70 GHz 

 

Table 1: Hardware Configuration. 

 

2.1 Software Requirements: 

1. Programming Language: Python 3.11.4 

2. IDE: Visual Studio  

3 Python Libraries: 

I used the following python libraries to conduct my research project of predicting melanoma 

skin cancer: 

1. Pandas 

2. Numpy 

3. Matplotlib 

4. Seaborn 

5. Tkinter 

6. joblib 

7. Sklearn 

4 Dataset Description: 

• Note: -Removed patient demographics in accordance with the GDPR rule. 

The dataset which is used in this research project is open source that means publicly 

available on kaggle Harish Kumar DataLab. (2023). Medical Insurance Price Prediction 

Dataset. Kaggle. 

4.1 Description: 

This dataset consists of 2,772 records across 7 columns, with various attributes, such as, ages 

(18-64yrs), bmi, sex, smoker and so on. 

The dataset is only for educational and non-commercial use. It is entirely synthetic and does 

not contain real patient data. 
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 Size and Structure: 

•  Total Records: 2,772 entries 

•  Total Features: 7 

•  Data Types: 

Numerical: age, bmi and children 

Categorical: sex, smoker and region 

Data Analysis and Visualization: 

4.2 Data Distribution: 

 

 

 

Figure 2: Data Distribution. 

 

Age Distribution: The patient’s age ranges from 18 to 64 years, with a mean age of 

approximately 39.1 years. 
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Figure 3: Age Distribution. 

 

Sex Distribution: This consists on categorical data with values male or female.. 

 
Figure 4: Sex Distribution. 

 

BMI Distribution: This is a continuous numerical attribute. 
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Figure 5: BMI Distribution. 

 

Children Distribution: This attribute represents number of dependents covered by the 

insurance. 

 
Figure 6: Children Distribution. 

 

Smoker Distribution: It is binary categorical attribute with values yes and no. 
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Figure 7: Smoker Distribution. 

 

Region Distribution: This attribute holds 4 unique categorical values namely, northeast, 

northwest, southeast and southwest. 

 

Figure 8: Region distribution. 
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4.3 Understanding Data: 

HeatMap: 

 

Figure 9: Heatmap of the variables. 

Outliers: 

 

Figure 10: Scatter plot of outliers in Charges by Age. 
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Figure 11: Scatter plot of outliers in Charges by BMI. 

 

Figure 12: Box plot of Charges by Smoker status. 

 

5 Model Implementation: 

The models used for this research are Linear Regression, Random Forest, Ridge Regression 

and Gradient boosting. 

 

Code-  
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Figure 13 : Model Training and Hyperparameter Tuning code.
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Figure 14 :  Coding for ploting the Model’s Vistualization. 
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Figure 15 : Model Validation code. 

 

Linear Regression Model: 
 

 

Visualization: 

 

Figure 16: Residual plot for Linear Regression. 
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Figure 17: Training and Cross Validation score. 

 .  

Random Forest Model: 

 
 

Figure 18: Residual Plot for Random Forest. 
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Figure 19: Training and Cross Validation Scores. 

 

Gradient Booster Model: 

 

Figure 20: Residual plot for Gradient Boosting. 
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Figure 21: Training and Cross-Validation Score. 

Ridge Regression Model: 

 

Figure 22: Residual Plot for Ridge Regression Model. 
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Figure 23: Training and Cross Validation Score. 

  

8 Evaluation  

R2 square Visualization: 

 

Figure 24: R2 square Score comparison between models. 
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RMSE Visualization: 

 

Figure 25: RMSE Score comparison between models. 

MAE Visualization: 

 

Figure 26: MAE Score comparison between models. 
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MSE Visualization: 

 
Figure 27: MSE Score comparison between models. 

 

9  Predictions: 

 

Figure 28: Prediction code. 
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Figure 29: Plotting Prediction (blue dots) vs Actual values of Linear Regression. 

 

Figure 30: Plotting Prediction (blue dots) vs Actual values of Ridge Regression. 
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Figure 31: Plotting Prediction (blue dots) vs Actual values of Random Forest. 

 

 

Figure 32: Plotting Prediction (blue dots) vs Actual values of Gradient Boosting. 
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Figure 33: Feature Importance of the best model. 

8.1 Interactive GUI App: 

 

 

Figure 34: GUI. 
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Figure 35: Prediction of Health Insurance Charges 
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