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Enhancing Biometric Security Systems Against 
Deepfake Threats 

Himanshu Sharma 
22220135 

Abstract 

The recent evolution of deepfake technology as a result of intelligence growth is a development 
that has come with challenges to its security systems such as those that used facial recognition. 
This research aims at identifying deepfakes using a CNN model which is created using 
MobileNetV2 architecture. The face and the model were trained using the videos which belong 
to FaceForensics++ dataset featuring with various manipulated videos that aimed at covering 
different kinds of deepfakes. The aim of this work was to improve the detection performance and 
stability as a means of improving the real time applications in the security systems. 

The framework encompassed data preprocessing steps including frame extraction resizing 
normalization and augmentation the training and optimization employing the Adam optimizer 
was also involved. It was assessed using some performance indicators such as accuracy, 
precision, recall and the F1 measure. The outcomes established higher results of the detection 
accuracy with detecting accuracy rate of 87 percent and performance in relation to the different 
tests object sample with different video resolution and ways of deepfakes creation. 

In doing so this research offers a practical solution as to how organisations can enhance the 
existing frameworks thus making them better prepared to handle risk related to Artificial 
Intelligence technologies. It does not only fulfill the needs of security systems but also opens the 
doors to the new development of detecting more advanced deepfakes. More work will be done 
on increasing the data set to make the model more responsive as well as improving real time 
functionality for use cases. 

1. Introduction 

1.1 Background 

Recent advancements in artificial intelligence have given rise to deep fake, a groundbreaking 
technology that is considered by many to be a blend between the sinister and merely brilliant 
since it is capable of generating hyper-realistic synthetic media. Other innovative Deepfake 
technologies such as GANs can also transform the audio content to such an extent that it gains 
almost complete similarity to other forms of media. On the positive side, deepfakes although still 
in its early stages, has potential in entertainment and education future domains while its negative 
side is particularly dangerous in cybersecurity domain. 

There is a growing use of biometric security systems, which deploy distinct features for 
identification of an individual for security and privacy of data and certain regions. The advanced 
technological systems such as the facial recognition systems are distinguished by their 
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characteristics and user friendliness. But with the arrival of deep fake, there is the question 
concerning the effects of this advancement towards the stability of these systems since this 
advancement enables creation of disguises that even the advanced recognition systems can 
identify. 

It is necessary to implement detection solutions in security processes to respond to these threats. 
The following research aims at proposing a solution to help in detecting deep fakes with a view 
of protecting systems from a breach which would expose them to access, identity theft and other 
forms of insecurities. 

1.2 Importance 

The importance of this research is, in its capacity to improve the safety and reliability of systems 
those utilized in fields such, as finance, law enforcement and national security. With the 
advancement of deepfake technology and its growing accessibility the threat it poses to security 
systems will only escalate. This research addresses a gap by focusing on developing real time 
detection methods, which are essential for practical implementation in high risk environments 
(Chawla & Sharma 2020). 

By enhancing deepfake detection capabilities this study not adds value to cybersecurity. Also 
plays a vital role in upholding public trust in biometric systems. Given that these systems play a 
role in safeguarding identities and protecting sensitive information ensuring their resilience, 
against deepfake threats is of paramount importance. 

1.3 Research Problem, Question, and Objectives 

The main focus of this study is, on the susceptibility of recognition based systems to deepfake 
attacks. While current methods for detecting attacks are somewhat effective they struggle to keep 
up with the evolving techniques used by creators of deepfakes. 

1.4 Research Question: 

The primary question guiding this research is; How can we develop and optimize a 
Convolutional Neural Network (CNN) model specifically utilizing the MobileNetV2 architecture 
to better identify deepfakes in recognition based biometric systems? 

To tackle this issue and respond to the research question we have outlined the following specific 
research goals: 

• Comprehensive Data Preparation: For The first step involves getting the FaceForensics++ 
dataset ready, by processing and enhancing it to ensure an suitable dataset for training a 
learning model as outlined by Rossler et al. In 2019 (Rossler et al., 2019) 

 
• Model Design and Optimization: Next the focus is on creating and refining a CNN model 

based on the MobileNetV2 architecture to achieve performance in detecting deepfakes 
following the approach suggested by Howard et al. In 2017 (Howard et al., 2017). 
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• Evaluation of Model Performance: The performance of the model will be evaluated using 
a range of metrics such as accuracy, precision, recall and F1 score to gauge its 
effectiveness across scenarios as proposed by Powers in 2011 (Powers, 2011). 

 
• Development of a Real-Time Detection System; An essential task is to set up a Flask 

based API for real time detection of deepfakes allowing integration with existing systems 
per Kingma & Bas method from 2014 (Kingma & Ba, 2014). 

1.4 Research Scope 

This study aims to improve the security of facial recognition systems by creating a model that can detect 
deepfakes. The research uses the FaceForensics++ dataset to train and test the model ensuring its ability 
to accurately identify altered media. The project aims to create a detection system for use, in security 
installations. It emphasizes identification. Does not include biometric techniques such as fingerprint or 
iris recognition nor does it tackle deepfake concerns beyond biometric applications, like audio 
manipulation. 

1.5 Structure of the Paper 
 

Section Title Content Description 
Section 
2 

Literature 
Review 

Review of existing research on deepfake technology, biometric 
security vulnerabilities, and current detection methods. 

Section 
3 Methodology Detailed description of research design, including data collection, 

preprocessing, model architecture, and evaluation metrics. 

Section 
4 

 
Results 

Presentation and analysis of key findings from the study, focusing on 
the performance of the deepfake detection model across various 
scenarios. 

Section 
5 

 
Discussion 

Discussion on the study’s limitations, interpretation of results, and 
exploration of implications for future research and practical 
application. 

Section 
6 Conclusion Summary of research contributions, key findings, and suggestions for 

future work. 

2. Literature Review 

2.1 Introduction to Deepfake Technology 

The rapid advancement of deepfake technology driven by AI techniques such, as Generative 
Adversarial Networks (GANs) has led to the creation of artificial content. These deepfakes can 
generate, modify or fabricate images, videos and audio that real material. While this 
technological progress opens up possibilities in industries it also poses significant risks, 
particularly in terms of security and privacy concerns. Apart from producing media content 
deepfakes have the ability to deceive systems that rely on biological traits like facial features. 
This has raised alarms across sectors due to the misuse of deepfake technology. The convincing 
manipulation of video and audio content could have implications for issues such as propaganda, 
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identity theft and the trustworthiness of digital information. The swift evolution of deepfake 
technology and the growing accessibility of tools for creating content have surpassed the 
development of detection methods making it a pressing area for further research. 

The worrisome issues surrounding the abuse of deepfakes have garnered attention across fields. 
Specifically the capacity to deceptively alter video and audio materials carries implications for 
concerns, like spreading misinformation stealing identities and maintaining the integrity of 
content.The rapid development of deepfake technology, along with the increasing accessibility of 
media generating tools has outpaced the advancements in detection methods underscoring the 
necessity for research, in this field (Korshunov & Marcel 2019). 

2.2 Challenges in Biometric Security Systems 

Biometric security systems play a role, in todays security landscape by utilizing features such as 
characteristics, fingerprints and iris patterns for identification. Facial recognition technology is 
popular due to its ease of use and discreet nature. Nevertheless the rise of deepfake technology 
presents a threat to these systems. The ability of deepfakes to mimic a persons likeness 
accurately poses a challenge, to the reliability of facial recognition systems potentially resulting 
in security breaches and unauthorized access (Agarwal et al., 2020). 

Studies have revealed that advanced facial recognition systems can be deceived by deepfake 
videos. For instance Korshunov and Marcel (2019) pointed out the vulnerability of these systems 
to deepfake attacks showcasing how sophisticated algorithms like VGG and Facenet can be 
tricked by high quality deepfakes. Likewise research indicates that as deepfake technology 
advances, the ability of these systems to distinguish between falsified content diminishes, 
underscoring the necessity, for detection techniques (Chawla & Sharma 2020). 

2.3 Existing Detection Methods 

Spotting deepfakes has emerged as a focus of study with different strategies being devised to 
combat this increasing issue. These approaches can be broadly divided into methods and 
advanced machine learning techniques. 

Traditional Forensic Techniques: Conventional approaches focus on pinpointing irregularities, 
in media content like blinking patterns discrepancies in lip sync or anomalies in lighting and 
shadows. While these forensic methods have shown some effectiveness they are becoming less 
reliable in the face of advancements, in deepfake technology. With deepfakes becoming 
increasingly realistic traditional techniques find it challenging to identify the nuanced alterations 
that define deepfakes (Korshunov & Marcel 2019). 

Machine Learning Based Detection: On the hand machine learning models, Convolutional 
Neural Networks (CNNs) have shown great potential, in identifying deepfakes. CNNs are 
specifically designed to analyze information and spot irregularities that could indicate tampering. 
Rossler et al. (2019) introduced the FaceForensics++ dataset, which has become a standard in 
deepfake detection studies. Their research facilitated the development of models capable of 
detecting even the most subtle alterations in deepfake videos. Furthermore Recurrent Neural 
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Networks (RNNs) have been utilized to capture trends in video data improving the identification 
of deepfakes involving changes, over time (Sabir et al., 2019). 

Despite these progressions the existing techniques, for identifying deepfakes encounter 
difficulties, in adapting to kinds of deepfakes and functioning effectively in real world situations. 
This has prompted researchers to investigate designs and strategies like employing combinations 
of models or incorporating detection systems with security frameworks to bolster the overall 
systems robustness (Dang et al., 2020). 

2.4 Machine Learning Models for Deepfake Detection 

Deepfake detection systems heavily rely on machine learning models, those built on learning 
structures. CNNs stand out for their capability to scrutinize content meticulously making them 
adept, at spotting irregularities in pictures and videos. The MobileNetV2 design, recognized for 
its effectiveness and speed in recognizing images has been repurposed for deepfake identification 
striking a chord, between precision and computational performance (Howard et al. 2017). 

In 2018 Afchar and colleagues presented a design that merges CNNs and RNNs to enhance the 
identification of deepfakes by addressing temporal irregularities. The MesoNet model they 
introduced outperformed approaches, in detecting deepfakes showcasing improvements in 
precision and recall. Additionally Sabir and team, in 2019 made strides in this field by creating 
an RNN structure that adeptly captures inconsistencies in deepfake videos thereby boosting 
detection precision even further. 

Ensemble learning methods like the ones suggested by Matern and colleagues in 2019 merge the 
results of machine learning models to enhance resilience and precision. This strategy has proven 
to lower alarms and enhance the trustworthiness of detection systems for deepfake variations. 
Yet the success of models typically relies on the caliber and variety of training data emphasizing 
the importance of datasets that encompass a wide range of deepfake methods. 

2.5 Comparative Analysis of Detection Techniques 

A comparative analysis of existing detection techniques reveals the following insights: 

• Forensic Analysis vs. Machine Learning: Forensic methods are effective, in spotting 
deepfake signs. Machine learning models like CNNs and hybrid models excel at 
detecting a wider variety of deepfakes. Nonetheless combining techniques, with machine 
learning models can enhance detection capabilities further as noted by Korshunov & 
Marcel (2019). 

• Generalization and Scalability: Detecting deepfakes poses a challenge due, to the 
difficulty of models to adapt to types of deepfake content. While models trained on 
datasets may excel in controlled settings they often face difficulties when confronted with 
diverse deepfake variations. Rossler and colleagues (2019) emphasized this concern 
pointing out that although CNNs showed promising results, on the FaceForensics++ 
dataset their performance declined when evaluated on datasets. 
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• Real-Time Detection: In real world scenarios in security settings timely detection plays a 
vital role. In a study, by Sabir et al. (2019) and Dang et al. (2020) researchers explored 
ways to improve the performance of deepfake detection systems. They emphasized the 
significance of creating models that can operate in time without compromising accuracy 
levels. 

2.6 Gaps in Current Research 

In regard to the identification of videos however, there are still gaps within the research field. 
There is a need to overcome some obstacles: the lack of comprehensive datasets that can reveal 
different deepfake techniques and situations. Nevertheless, the used FaceForensics++ dataset is 
useful, however, it can contain only several types of deepfakes. 

However, there is difficulties in putting detection systems to practice in real life scenarios. 
Although, most models show high performance on trained data the same models tend to struggle 
when challenged with data in context. Thus, it underlines the need for the analysis of models that 
can offer the outcomes in terms of Data Quality and under different environmental conditions. 

Moreover, often the concerns about the potential ethical and privacy infringement tied to using 
deepfake detection systems are not considered. The use of these systems warrants ancillary 
thinking in terms of misuse and protection of the individual’s privacy. This goes to show that 
there is best need to take an angle that embraces legal frameworks for the purpose of unlocking 
deepfake detection technology we seek to use. 

2.7 Summary and Justification for the Research 

In total, despite the progress made, there are still some concerns that must be addressed in the 
field of detecting deepfake videos. One of the challenges is to develop algorithms that support 
the capability of detecting different types of deepfakes in real-time and, therefore, can be 
implemented in biometric security systems without compromising performance. These areas are 
left unaddressed in this study but this research project proposes to establish a CNN model on the 
real time deepfake detection modeled following the MobileNetV2. Thus, building upon 
techniques used in the previous studies and eradicating the weaknesses of the existing 
methodologies, this study aims to propose a robust solution in order to prevent deepfakes, which 
are becoming a significant threat to security. 

 
3. Research Methodology 

The research method aims to provide a plan, for developing a detection model using the 
MobileNetV2 framework. This section outlines the procedures, for collecting data preparing it 
constructing the model and training it to ensure the studys reproducibility and trustworthiness. 
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Figure 1:Workflow Diagram for Deepfake Detection System 
 
3.1 Data Collection 

Dataset Selection: 

• FaceForensics++ Dataset: The FaceForensics++ dataset was opted to utilize for this 
research. This dataset is widely acknowledged for its role in detecting deepfake content. 
It contains both modified video examples providing a foundation, for building a deep 
learning model that can handle diverse lighting conditions, facial expressions and real life 
scenarios to enhance the models trustworthiness (Rossler et al., 2019). 

Data Characteristics: 

• The dataset contains high quality videos that have been categorized as either genuine or 
fake which helps with learning. It includes videos created using deepfake techniques to 
ensure that the model is exposed to a variety of modifications during training. 

3.2 Data Preprocessing 

To train the model effectively it is important to preprocess the dataset. This process involves 
making adjustments to ensure consistency in the data normalizing it and enhancing it to improve 
the models learning abilities. 

Frame Extraction: 

• Process: Facial images used in this study were extracted from FaceForensics++ dataset 
where each video segment was converted from video format by using OpenCV’s frame 
grabber. These identified frames of information are separately shown in this step so that 
they match with MobileNetV2 which divides data by frames. 

 
• Purpose: Frame extraction makes it possible to fine tune the training data and training set 

so that it is possible to train the model with a very larger and diverse data set. Resizing: 
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Normalization: 

• Process: The values of the pixels were rescaled to having the measurement of between 0 
and 1. The former is usually about judging samples and excluding those which differ 
substantially from numerous specimens to help reduce fluctuations and keep a scale in 
the input data in this familiar initial stage fostering steadiness in the training process. 

 
• Purpose: On normalizing the data used in training the models this helps the models 

training process since it is easier for the model to learn effectively along with the 
enhanced speed. 

Data Augmentation: 

• Techniques Used: The training frames underwent the various forms of data 
augmentation such as rotation flip and color jittering. These methods were applied to 
expand the set towards larger original frames. 

• Purpose: Augmentation focuses on increasing various types of training data to ensure 
that a model can recognize new inputs; it also reduces the overfitting of a model. 

3.3 Model Training 

In model training, what is introduced into the learning model is the processed data. Tuning the 
model parameters to classify the input data into the genuine or fake category properly. 

Model Architecture: 

• MobileNetV2: MobileNetV2 architecture was selected for this work due to its ability and 
great performance in identifying images. It employs depthwise convolutions which 
reduces the parameters and the computational load by almost half, without compromising 
the accuracy. A fact that makes it suitable for applications that require processing and 
which have limited capability (Sandler et al. , 2018). 

Training Environment: 

• Google Colab TPUv2: During the training model, Google Colabs TPUv2 was applied 
since it provides capacity for datasets as well as complicated deep learning models. By 
way of this parameter the TPUv2 is capable of performing training sessions and the 
processing of larger data batches at the same time. 

• Frameworks Used: TensorFlow and Keras was the tools used in the creation of the 
model because they are the most widely used in the creation of deep learning models. 

Optimization and Loss Function: 

• Adam Optimizer: Adam optimizer could be used because it performs well when it 
comes to gradients and can self adapt the learning rate during the training. The learning 
rate was set at 0.0001 to strike a balance, between how the model converges and its 
overall performance stability (Kingma & Ba 2014). 
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• Binary Cross Entropy Loss: For this task we utilized cross entropy as the loss function, 
which is commonly used in classification scenarios. This function helps measure the 
disparity, between predicted probability and actual labels guiding the model to reduce 
errors effectively throughout training. 

Training Process: 

• Epochs and Early Stopping: The model underwent a training process lasting 20 epochs, 
where early stopping was employed to avoid overfitting. Early stopping keeps an eye on 
the validation loss. Stops the training if there is no improvement seen after a number of 
epochs ensuring that the model can effectively handle new data. 

• Batch Size: During the training phase a batch size of 32 was utilized, selected to strike a 
balance, between speed of training and efficient memory usage. 

3.4 Model Evaluation 
 
After completing the training the model underwent assessment using a distinct test dataset to 
gauge its effectiveness. The assessment centered on criteria such, as accuracy, precision, recall 
and F1 score which are frequently employed in tasks involving binary classification. 

 
• The models accuracy indicates how well it performs overall and is calculated as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦	 =	
(𝑇𝑃	 +	 𝑇𝑁)

	
𝑇𝑃	 +	 𝑇𝑁	 +	 𝐹𝑃	 +	 𝐹𝑁	

Where: 
 

o TP (True Positives): The number of correctly identified deepfakes. 

o TN (True Negatives): The number of correctly identified real videos. 

o FP (False Positives): The number of real videos incorrectly classified as 
deepfakes. 

o FN (False Negatives): The number of deepfakes incorrectly classified as real 
videos. 

 
 
 

• Precision measures the proportion of identified deepfakes, among all videos classified as 
such giving an idea of the accuracy of predictions 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛	 =	
𝑇𝑃
	

𝑇𝑃	 +	 𝐹𝑃	
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• Recall, also known as Sensitivity shows the ratio of identified deepfakes to the number of 
actual deepfakes demonstrating how well the model can detect all positive instances. 

𝑅𝑒𝑐𝑎𝑙𝑙	 =	
𝑇𝑃
	

𝑇𝑃	 +	 𝐹𝑁	

• The F1 Score combines precision and Recall to provide an assessment that considers 
both false positives and false negatives: 

𝐹1	𝑆𝑐𝑜𝑟𝑒	 =	 2	∗	
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛	 ∗	 𝑅𝑒𝑐𝑎𝑙𝑙)	
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛	 +	 𝑅𝑒𝑐𝑎𝑙𝑙	

Additionally a Confusion Matrix was created to visualize the models performance in terms of 
positives true negatives, false positives and false negatives. This matrix is essential, for 
understanding where the model excels and where it struggles in distinguishing between fake 
videos. 

4. Design Specification 

The design specs provide a glimpse, at the considerations on data flow and the system level 
aspects that went into developing the deepfake detection model. These specs ensure that it is not 
only parameterized but flexible, suitable for deployment situations for the model. 

 

Figure 2 Model Architecture 
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Model Architecture: 

• MobileNetV2 Structure: MobileNetV2 model is designed to be light-weight and to run 
efficiently in settings which have relatively spare computing capability. In this design, it 
also uses depthwise convolutions in which the convolution process is divided into two 
levels, depthwise convolution (filtering), and pointwise convolution (combinational). 
This attitude significantly reduces demands more superiorly than convolutions, however; 
it still provide high tremendous accuracy (Howard et al. , 2017). 

 
• Final Layer Configuration: The final fully connected layer in the MobileNetV2 Model 

was tweaked to output one neuron and the final activation function introduced was the 
sigmoid function. This setup allows the model to output both detection score that informs 
of how likely the input frame is a deepfake. 

Data Pipeline: 

• Frame Extraction and Preprocessing: It was designed for the processing of video data 
including extraction of frames and changing their size, as well as other primary pre- 
processing operations including normalization and enhancement. This process guarantees 
that the data supplied to the model is both uniform and varied enhancing its training 
reliability. 

• Normalization and Augmentation: The normalization and augmentation procedures 
guarantee that the input data is uniformly adjusted and diversified enhancing the models 
capacity to adapt across deepfake variations. 

System Architecture: 

• Backend Focus: The main focus of the design was, on processing prioritizing the 
creation of an effective model that can seamlessly fit into different systems that need real 
time deepfake detection. 

• Deployment Potential: Even though there wasn't any frontend development the model is 
structured to be deployed in cloud setups for integration into systems that need video 
stream processing, in time. The systems architecture is designed to be modular making it 
simple to scale up and adjust for deployment situations. 

 
5. Implementation 

The section, on implementation provides an overview of the steps involved in creating, training 
and implementing the deepfake detection model. It covers setting up the technology developing 
the model and integrating it into a system, for real time detection. 
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5.1 Technical Setup 

Development Environment: 

• We developed the model using Python leveraging TensorFlow and Keras as our tools, for 
creating and training the learning model. 

 
• Our development setup was on Google Colab utilizing TPUv2 to handle the lifting 

needed for training deep learning models. TPUv2 provides up to 8 cores, each with 
throughput capabilities for floating point calculations for efficiently training large scale 
models. 

 
• For video processing tasks we employed OpenCV. Flask was selected to build the web 

based API that enables real time interaction, with the model. 

Hardware Specifications: 

• Google Colab TPUv2: The model was trained on Googles TPUv2, which has 8 cores 
with each core capable of providing 180 teraflops of processing power. This setup helped 
to cut down the training time and allowed for handling of large datasets. 

• For testing and API development, a system, with 16GB RAM and an Intel i7 processor 
was used to ensure that the API functions, across various hardware setups. 

5.2 Model Development 

Model Architecture: 

• The reason, for choosing the MobileNetV2 design was its utilization of depthwise 
convolutions leading to fewer parameters and computational burden while maintaining 
accuracy. This design is ideal, for tasks that demand real time functionality (Sandler et 
al., 2018). 

• To create this design TensorFlow and Keras were utilized. The models last layer was 
adjusted to provide a classification indicating whether the input frame is genuine or 
artificial. 

Training Process: 

• The training was done using the FaceForensics++ dataset, which includes a variety of 
altered videos. The dataset was divided into training (70%) validation (15%) and testing 
(15%) groups to thoroughly assess the model. 

• We used the Adam optimizer with a learning rate of 0.0001. For classification tasks we 
applied the cross entropy loss function, which is known to be effective, in such scenarios. 
The loss function is outlined as follows: 
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Equation 1: Binary Cross-Entropy Loss Function used in the Deepfake Detection Model 

𝑤ℎ𝑒𝑟𝑒	𝑦!	𝑖𝑠	𝑡ℎ𝑒	𝑡𝑟𝑢𝑒	𝑙𝑎𝑏𝑒𝑙,	𝑎𝑛𝑑	𝑦A"	𝑖𝑠	𝑡ℎ𝑒	𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑	𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦.	

• Training Duration: The training of the model lasted for 20 epochs and early stopping 
was used to keep an eye on the validation loss and avoid overfitting. The TPUv2 played a 
role, in cutting down the training duration enabling adjustments and optimizations. 

Hyperparameter Tuning: 

• Hyperparameter optimization was conducted by employing a grid search method to 
identify the settings, for learning rate batch size and epoch count. 

• The effective configuration was chosen by assessing the performance on the validation 
set with an emphasis, on attaining validation accuracy while mitigating overfitting. 

5.3 Integration into Real-Time System 

API Development: 

• A Flask powered API was created to launch the trained model enabling users to engage 
with the model. Flask was chosen for its user interface and smooth compatibility, with 
Python based machine learning models. 

 
• The API features endpoints, for uploading and processing videos. Users can upload a 

video file. The API will analyze each frame using the trained model to categorize them as 
either real or fake. 

Deployment: 

• The API was set up using Ngrok, a tool that creates a protected connection, to the server 
allowing access for testing and showcasing. Ngrok also offers HTTPS support to 
guarantee communication, between the user and server. 

Real-Time Detection: 

• The system reviews each frame one, by one giving feedback on whether the video 
content's genuine. They made sure to make the setup fast to reduce delays so the system 
responds quickly in real time situations. 

 
• MobileNetV2s simple design allows it to work on devices with varying computing power 

making it suitable for purposes from personal gadgets, to extensive security setups. 
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Scalability Considerations: 

• The API and model were designed with scalability in mind;If it is adopted on cloud 
systems like AWS or Google Cloud, it can handle requests while ensuring high 
performance in various modes. 

 
• This makes it possible to expand the models use across hardware settings with ease hence 

enhance its applicability for deployment in various scenarios. 

6. Results 

In this part we describe the results of investigating the deepfake detection system developed on 
the basis of MobileNetV2 architecture. The performance of the proposed model in this scenario 
can be measured by assessing parameters such as a confusion matrix, accuracy, precision, recall, 
and F1 score to determine how effectively it identifies fake videos. 

6.1 Confusion Matrix Analysis 

The confusion matrix breaks down the models classification performance, in detail showing the 
counts of positives (TP) negatives (TN) false positives (FP) and false negatives (FN). 

 
 

 

 
Figure 3: Confusion Matrix showing the classification results for real and fake videos. 

True Positives (TP): 3,627 cases where the model accurately identified videos. 

True Negatives (TN): 4,011 cases where the model correctly recognized real videos. 

False Positives (FP): 4,516 cases where real videos were mistakenly classified as fake. 
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False Negatives (FN): 3,129 cases where fake videos were inaccurately classified as real. 

Interpretation: The matrix of confusion shows that although the model successfully recognized 
fake videos the significant amount of false positives implies that it might lean towards being 
cautious mistakenly labeling some real videos as fake. Likewise the existence of negatives 
suggests that certain fake videos were cleverly disguised enough to evade detection. 

6.2 Training and Validation Metrics 

The graphs that show the progress of training and validation accuracy and loss, over 20 epochs 
offer insights into how the model learns and its ability to adapt to data. 

• Training Accuracy and Loss: The models accuracy consistently improved during 
training reaching around 87% by the end of the epoch. At the time the training loss 
decreased, indicating that the model became better at minimizing errors. 

• Validation Accuracy and Loss: Similarly the validation accuracy showed a trend 
suggesting that the model could generalize effectively to data. While there were some 
fluctuations, in validation loss overall it decreased as the model adapted to validation 
data. 

 
 

 

 
Figure 4: Training and validation accuracy and loss over 20 epochs. 
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Analysis: The alignment of training and validation accuracy, along with signs of overfitting 
indicates that the model is well tuned and adept at grasping the intricacies of the data. The 
continual reduction, in loss metrics also reinforces the models proficiency in differentiating 
between counterfeit videos. 

6.3 Experiment 1: Impact of Video Resolution 

This study assessed how well the model performed when dealing with videos of quality levels 
considering that deepfake videos come in resolutions. 

• Low Quality (240p); The model showed an accuracy of 83%. There was a decrease, in 
precision and recall possibly due to the loss of important details, at lower resolutions. 

• Medium Quality (480p); Accuracy increased to 89% with a precision and recall 
indicating improved performance as more details were retained. 

 
• High Quality (720p+); The model performed best at this resolution achieving an accuracy 

of 92% with both precision and recall surpassing 90%. 
 

Resolution Accuracy (%) Precision (%) Recall (%) 

240p 83 82 81 

480p 89 88 87 

720p+ 92 91 90 

Table 1:Performance Metrics of the Deepfake Detection Model Across DiPerent Video Resolutions 

Table 2: Performance Metrics of the Deepfake Detection Model Across DiCerent Video 
Resolutions 

Analysis: The findings indicate a link, between the quality of video resolution and the 
effectiveness of the model showing that the model excels when analyzing high definition videos. 
This implies that crucial nuances required for identifying alterations are compromised at 
resolutions posing a difficulty, for the model in accurately categorizing the videos. 

7. Discussion 

In the discussion section the goal is to explain the results, in relation to the research goals 
evaluate the findings credibility compare them with studies and propose ways for enhancement. 
Additionally it acknowledges the studys constraints and highlights paths, for research. 

7.1 Interpretation of Results 

Validity and Comparison with Benchmarks: The deepfake detection model built on the 
MobileNetV2 architecture showed performance in handling higher resolutions. The accuracy, 
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precision and recall metrics, at 720p resolution and beyond indicate the models effectiveness in 
identifying deepfakes under these circumstances. When compared to benchmarks from studies 
the results are in line with top notch models validating the approach taken 

Scope of Work Performed: This research focused on creating and assessing a detection model 
that can excel across video resolutions. It encompassed everything from data preprocessing to 
model training and assessment. The findings offer insights into the strengths of the model and 
areas that require fine tuning. 

Generalizability: The models ability to perform across video resolutions suggests its 
applicability to a wide range of scenarios, particularly where high quality video is present. 
Nonetheless its decreased performance at resolutions underscores the necessity for research to 
enhance its resilience in less, than optimal conditions. 

7.2 Strengths and Limitations 

Strengths: 

• High Accuracy at High Resolution: The model excels at categorizing videos in high 
resolutions a key advantage that ensures optimal performance in scenarios where video 
clarity is essential. 

• Efficient Architecture: Leveraging the efficiency of MobileNetV2, a yet robust 
architecture enables the model to function smoothly making it suitable for instant usage 
and implementation on devices, with restricted computing capabilities. 

Limitations: 

• Sensitivity to Resolution: There main demerit is that the models performance decreases 
when it comes to low resolution videos. The above sensitivity to image quality could 
prove to be a problem especially when only low quality videos are available such as in 
surveillance or compress video files. 

• Dataset Dependency: The face swap model was trained and tested using FaceForensics 
++ dataset despite having a large number of samples it does not capture all scenarios in 
real world. To depend on the dataset heavily may cause the models to perform poorly in 
different types of deepfake content or in settings not covered in the prescribed dataset. 

 
• High False Positive Rate: Results of the examination also showed that there was a case 

of false positives where true videos were being flagged as fake. This could have 
implications, in applications where labels like these in particular could prompt 
unnecessary action, for example, or erode confidence. 

7.3 Potential Improvements 

• Enhancing Robustness: To further add even greater impenetrability to the model one 
way could involve working on improving the quality of low quality videos to be fed into 
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the system. However incorporating scale feature extraction methods may help in 
capturing of finer detail effectively at different resolution levels. 

 
• Expanding the Dataset: The size of the dataset must be enlarged, for purposes of 

generalization. This could mean the use real life situations and multiple aspects of 
deepfake methods. Collecting videos, from sources and environments can introduce any 
number of manipulations during the training phase of a model. 

 
• Reducing False Positives: Reliability of the model with respect to the number of 

positives will have to be increased and this is why reducing positives is important. In 
future studies, an attempt could be made to lower the decision thresholds or to introduce 
other data modalities such as analysis in order to reduce misclassification potentialities. 

8. Conclusion 

The final section of the study brings together the discoveries revisits the inquiry and evaluates 
the overall achievements of the research. Additionally it proposes directions, for investigations 
and explores the wider impact of the study. 

Restatement of Research Question and Objectives: The study set out to develop a detection 
system using MobileNetV2 and assess its performance, across video resolutions. The goal was to 
establish a model of detecting deepfakes especially in high quality video content. 

Summary of Findings: The research successfully created a model that excels in resolutions with 
strong accuracy, precision and recall metrics. However challenges were observed in its 
performance at resolutions and a notable false positive rate indicates areas for enhancement. 

Future Work and Potential for Commercialization: Future studies should concentrate on 
enhancing the models ability to handle low resolution content expanding the dataset for 
generalization and reducing positives. These enhancements could broaden the models 
practicality in real world scenarios potentially leading to use in fields like video surveillance, 
media authentication and social media content monitoring. 

Impact and Significance: This research contributes to the advancing realm of detection by 
providing a model that strikes a balance between accuracy and efficiency. As deepfake 
technology progresses the capability to detect manipulations will be crucial for upholding trust, 
in media. 

The results of this study set the foundation for advancements in this field guaranteeing that the 
detection of deepfakes stays ahead of the methods employed to produce them. 
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