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Rajuaravind Sankar
Student ID: X22250042

1 Introduction

The purpose of this configuration manual is to detail the steps taken to achieve the research
objectives. The process involves several phases, including implementing the Splunk Attack
Range tool to set up the simulation environment, simulating attack data within that
environment, developing and deploying a threat detection rule, and evaluating the effectiveness
of the deployed rule. By successfully completing these phases, all the primary objectives of my
thesis research have been met.

2 Technologies and Resources Utilized

This section outlines the technologies and resources used in the implementation to achieve my
thesis research objectives. The following list provides the information on the resources and
technologies used in the research.

e Amazon Web Services

EC2, Elastic IP, VPC, IAM role
Docker

Python Programming Language
Terraform

Ansible

Splunk Enterprise

Splunk Machine learning toolkit App (MLTK)
Splunk Security Essentials

MITRE ATT&CK Framework

Atomic Red Attack Simulation Engine
Purple Sharp Attack Simulation Engine

3 Implementation Setup

To initiate the research implementation, an EC2 instance was launched, followed by the
installation of the necessary Docker software. The Docker service was then configured to start
automatically on boot.



[root@ip-172-31-91-235 ec2-user]# sudo systemctl status docker.service
docker.service - Docker Application Container Engine
Loaded: loaded (/usr/lib/systemd/system/docker.service;
Active:
TriggeredBy:
Docs:
Process:
Process:
Main PID:
Tasks:
Memory:
CPU:

; preset: disabled)

since Sat 2024-87-20 13:00:03 UTC; émin ago

docker.socket
https://docs.docker.com
26734 ExecStartPre=/bin/mkdir -p /run/docker (code=exited, status=8/SUCCESS)
26735 ExecStartPre=/usr/libexec/docker/docker-setup-runtimes.sh (code=exited, status=0/SUCCESS)
26736 (dockerd)
11
357.2M
1min 29.938s
tem.slice/docker.service
6 /bi -d -H fd:/ containe default-ulimit nofile=3
Jinternal
internal
internal
internal
internal
Jinternal
.internal
.internal

® 13:00:02 ip-172-31-91-235.
ip-172-31-91-235.
i -31-91-235.
ip-172-31-91-235,
ip-172-31-91-235.
ip-172-31-91-235,
ip-172-31-91-235.
ip-172-31-91-235.
22 (END)

systemd[1]: Starting docker.service - Docker Application Container Engine...
dockerd[26736]: time="2024-07-20T13:00:02.505214434Z" level=info msg="Starting up"
dockerd[26736]: time="2024-87-20T13:00:02.573418061Z" level=info msg="Loading containers: M
dockerd[26736]: time="2024-07-20T13:00:03.208518575Z" level=info msg="Loading containers: j
dockerd[26736]: time="2024-07-20T13:00:03.2368280592" level=info msg="Docker daemon" commij
dockerd[26736]: time="2024-07-20T13:00:03.237221974Z" level=info msg="Daemon has completed¥
dockerd[26736]: time="2024-07-20T13:00:03.278128255Z" level=info msg="API listen on /run/dyg
systemd[1]: Started docker.service - Docker Application Container Engine.

WWwwwhN

After installing Docker, the Splunk Attack Range Docker image was pulled from Docker Hub
using the docker pull command: docker pull splunk/splunk_range.

[root@ip-172-31-91-235 ec2-user]# docker pull splunk/attack_range
Using default tag: latest
latest: Pulling from splunk/attack_range
bcedlef49@ab: Pull complete
094616ab35df: Pull complete
bfSeel8331ab: Pull complete
e513cf278df1: Pull complete
2624215f7886: Pull complete
6c29fa507d71: Pull complete
514570632aea: Pull complete
21f33074e595: Pull complete
4f4fb700ef54: Pull complete
1dff5fe556a9: Pull complete
b5b79f652414: Pull complete
71c25169¢304: Pull complete
857b8b8cd451: Pull complete
bef226bb9882: Pull complete
fbe089e3beca: Pull complete
bd8b9615e31f: Pull complete
651c4f15f465: Pull complete
st: sha256:81b9810530518084d732040006628969c6900abddc8da9300eaed90cdeb8s273
Downloaded newer +image for splunk/attack_range:latest
docker.io/splunk/attack_range:latest
p-172-31-91-235 ec2-user]#
p-172-31-91-235 ec2-user]#

After pulling the Splunk Attack Range Docker image from Docker Hub, the image was
executed as a container to initiate the implementation phase using the command: ‘docker run
-it splunk/attack_range’

[root@ip-172-31-91-235 ec2-user]#

[root@ip-172-31-91-235 ec2-user]# docker run -it splunk/attack_range

Spawning shell within

root@26b67f032cc9: Jattack_range# . /root/.cache/pypoetry/virtualenvs/attack-range-536x2-W_-py3.18/bin/activate

(attack-range-py3.
(attack-range-py3.
(attack-range-py3.
(attack-range-py3.

10) root@26b67f032cc9: /attack_range#
10) root@26b67f032cc9: /attack_range#
10) root@26b67f032cc9: /attack_range#
10) root@26b67f032cc9: /attack_range#

My AWS account was configured with a dedicated Access Key and Secret ID for the Splunk
Attack Range tool, enabling it to automate the creation of the simulation environment on the
AWS platform. To follow best practices, a separate IAM role was created, and the newly
generated IAM Access Key and Secret ID were used for configuration, as using the root
account credentials is not recommended.



File attack_range.yml already exist, are you sure you want to continue?
THIS WILL OVERWRITE YOUR CURRENT CONFIG
> continuing with attack_range configuration

mech walker

select cloud provider aws

enter a master password for your attack_range (minimum 8 characters: one UPPERCASE, one lowercase, one numeric, and one non-alphanumeri
€) zRBmKnrs1EZHhtGLWEM

do you want to use packer for prebuilt images? Ves

e settings
isting key in /attack_range/ ey, would you like to use it

> included ssh private key: fattack_range key

enter region to build in. us-east-1

enter public ips that are allowed to reach the attack_range
Example: 34.1 /32,0.0.0.0/0 34. /

enter attack_range name, multiple can be build under different names in the same region ar

shall we build a windows server
which version should it be 201

should the windows server be a domain controller

should we install red team tools o

should we install badblood on the server, which will populate the domain with objects Yes
shall we build another windows server

which version should it be 2019

should the windows server join the domain £

should we install red team tools on the windows server ves
shall we build a linux server Yes

shall we build a kali Linux machin

shall we build nginx plus web prox

shall we include Splunk SOAR No
5 nge.yml, run

The next step involves configuring the attack range file by running the “python attack range
configure’ command. This command generates a configuration that is saved in the
‘attack _range.yml® file, which instructs the Splunk Attack Range tool on what setup to
automate within the AWS platform.

root@7b158bbb11061: /attack_range#
root@7b158bbb1101: /attack_range# python attack_range.py build

.ds$sb
LOTOS;\
: TP._;
_.3 iTb|
/3%
d$sss
d$sss;
d$sssP. |\
Ld$$SP' [\AM
‘T$PAH"H"“

||IIAAT$$$pA)
SN
H),,‘

By: Splunk Threat Research Team [STRT] - research@splunk.com

2024-07-20 18:38:20,150 I ) attack_range [action] > build

2024-07-20 18:38:20,151 INFO - attack_range - Check if images are available in region us-east-1

2024-07-20 18:38:20,403 ) attack_range Image splunk-v3-0-0 is not available 1in region us-east-1

2024-07-20 18:38:20,404 I attack_range Checking if image splunk-v3-8-0 is available in other regions.
2024-07-20 18:38:28,780 attack_range Image splunk-v3-0-0 need to be built with packer.

2024-07-20 18:38:28,782 I attack_range - Create golden image for splunk-v3-0-0. This can take up to 30 minutes.




After completing the attack range configuration, the Splunk Attack Range tool is ready to build
the simulation environment on the AWS platform. To initiate the automated setup, the “python
attack_range.py build’ command is executed. This process relies heavily on Terraform and
Ansible, which play crucial roles in automating the creation and configuration of the simulation

environment.

Apply complete! Resources: 16 added, @ changed, @ destroyed.
2024-88-85 15:21:03,674 - INFO - attack_range - attack_range has been built using terraform successfully
2024-88-05 15:21:03,674 — INFO - attack_range - [action] > show

Status Virtual Machines

Status IP Address Instance ID

n-root-68578-ar-e running 52.4.217.125 i-@dceedf357e9b788a
ar-linux-root-6857@-ar-@ running 44,215.95.32 1-8119429f93df352el
ar-splunk-root-68570-ar running 52.71.1708.186 i-@cfbab9946db9febé9

Access Windows via:
RDP > rdp://52.4.217.125:3389
username: Administrator
password: LpVHvd15f0ZQ3QYKAI@

Access Linux via:
SSH > ssh —i/attack_range/root-68570.key ubuntu@44.215.95.32
username: ubuntu
password: LpVHvd15f0ZQ3QYKAI@

Access Guacamole via:
Web > http://52.71.170.186:80808/guacamole
username: Admin
password: LpVHvd15f0ZQ3QYKAI@

Access Splunk via:
Web > http://52.71.170.186:8000
SSH > ssh —-i/attack_range/root-68570.key ubuntu@52.71.178.186
username: admin
password: LpVHvd15f0ZQ3QYKAI@

The process of building the simulation environment using Terraform and Ansible takes several
minutes. Once the setup is complete, it provides the details of the created instance, including
the SSH key, username, and password needed to access the instance and its associated services.

2 Tange-pys.19) o vaarec: —rang
(attack-range-py3.10) rooté ea928fec: /attack_range# python attack_range.py simulate -e ART -te T1663.001 -t ar-win-root-68576-ar-@

.dssb
.t TOS;\

By: Splunk Threat Research Team [STRT] - research@splunk.com
2024-08-05 17:07:54,511 - INFO - attack_range - [action] > simulate

PLAY [a11] A A AR AR AR AR

TASK [Gathering Facts] stttk itk AR AR AR

TASK [atomic_red_team : inClude_tasks] sekimiritireitiirit etk
TASK [atomic_red_team : inClude_tasks] sahiikirmsirikikikssesttit ot ok akstaiork
d attack g ble 't i_team/task rt_test

TASK [atomic_red_team : set_fact] smrmiorkirriont h ot ok ook

R R R I sm——————————————

TASK [atomic_red_team : Get requirements for Atomic Red Team Technique] ki
TASK [atomic_red_team : Run specified Atomic Red Team Technique] siiciibobiiiicion

TASK [tOMiC_Ted_team : GebUQG] Hkirkrr it stttk kAR AR Ak




After the simulation environment is set up, an OS Credential Dumping attack targeting LSASS
memory is simulated on the Windows instance within the environment. The Atomic Red Team
simulation engine is used to carry out this attack simulation on the Windows server. The attack
is executed using the following command:
python attack_range.py simulate -e ART -te T1003.001 -t ar-win-root-68570-er-0
In this command:
e -e specifies the simulation engine (ART for Atomic Red Team).
e -te specifies the attack technique ID (T1003.001 for OS Credential Dumping — LSASS
Memory).
o -t specifies the instance name where the attack is to be simulated (in this case, ar-win-
root-68570-er-0).

Attack Range Reporting

Edt  Expont v

jons that might be used to detect executed tests. Currently supj

# MITRE ATT&CK ics # MITRE ATT&CK Techniqu

Attack usemname Target hosts

Tactics simulated Techniques over Tacti

The Splunk Attack Range offers a range of Splunk applications within a simulated environment
for analyzing attack data. This setup enables users to develop and refine effective threat
detection rules

Executed Simulations [25]

TAODO6 - Credential Access

T1003,001 - O Credential Dumping: LSASS Memory

TA0O11 - Command and Control
T1001.002 - Data Obfuscation: Steganography

Executed Simulations [25] - Detalls

Atomic Red Test ¢ MITREID ¢

Tiee3 - ntial ck.mitre.org/techniques/T1803  TAOOBE

mitre.org/tochniques/TI003  TAGDD6




After simulating an attack in the Windows instance within the simulation environment, the
Windows machine event logs are analysed to develop threat detection rules. These logs are
forwarded from the Windows instance to the Splunk server via the Splunk Universal
Forwarder, which was configured as part of the automation process.

splunk: Help =

Q Find

Attack Range Reporting

New Search SaveAs=  Create Table View

Lest 50 minutes ~ n

index="win"

B Events might not be returned in sub-secand order due ta search memory limits. See search.log for mare informatian. Increase the value of the following limits.conf settingisearchkmax_rawsize_parchunk.

449,094 of 443,094 events matched  No Event Sampling v

Job v n = -1 * Smart Mode

Events (449,094)  Patlerns  Statistics  Visualization
Format ne v = Zoom Out 1 minute per calumn
- —— . —_
Lstv  #Format 20 PerPage~ 2 3 4 5 6 7 8 Next >
< Hide Fields = All Fields i Event

> 05/08/2024
16:23:32.000

<Event xnlns='http://schemas.microsof
9)' F><EventID>1</Even

SELECTED FIELDS
a host 2

on/win/2084/08/events/event '><Systes><Provider Name='Microsoft-Nindows-Sysson' Gui
D><Version>5</Version>cL evel>4</Level ><Task>1</Task

| {5770385F-C22A-43E0-BF AC-06F 5698F FBD
pe ds><TimeCreated SystenTime='2024-
98-05T16:23:32. 2598840002 ' /><EventRecord1D>6018</EventRecordI0><Correlation/><Execution ProcessID='2668"' ThreadlD='2288'/><Channel>Microsoft-Windows-Sysmon/Operat
i

a source 8
a sourcetype 3

/Channel><Computer>ar-win-dc. attackrange . local</Computer><Security UserlD='S-1-5-18"/></System><Eventhata<Data Name='RuleName'>-</0ata><Data Name='UtcTim
&'>2024-08-85 16:23:32. 258</Data><Data Mame='ProcessGuid'>(13FAG61A-FCA4-6600-AAD0-000000009
gram Files\SplunkUniversalForwarder\bin\splunk-regnon. exe</Data><Data Name=

}</Data><Data Name='Processld'>
ileversion'»3.8. 2</Data><Data Name=

Name="Image ' >C:\Pro
Description'>Registry monitor</Data><Data Name='P

INTERESTING FIELDS

=] roduct '>splunk Application</Data><Data Name='Company'>Splunk Inc.</Data><Data Name='OriginalFileName'>splunk-regmon.exe</Data><Data Name="Commandline'>"C:\Program
asp 4 Files\SplunkUniversalForwarder\bin\splunk-regeon. exe"</Data><Data Name='CurrentDirectory’>C:\Windows\systen32\</Data><Data Name='User'>NT AUTHORITY\SYSTEM</Data><
4 Channel 7 Data Name='LogonGuid'>{13FADG1A-FAB3-66B0-E703-000000000000) </Data><Data Name='Logonld'>xle7</Data><Data Name='TerminalSessionld'>@</Data><Data Name='Integrityle
2 Computer 1 vel '>System</Data><Data Name="Hashes'>MD5=B6A4D276E393FBIEE14DEDD] CBERDAT1, SHAZ56=C04DF 3203564EA5 IC1 EE782B5F55ARCOEICAC IOBAE49DS 18041 829AATECASAM, THPHASH=03T4AAR
. clest & 4434C2195A3BF 44FBD36CBB58</ Hame="ParentPr Guid" > 13FABE1 2 9703)</Data><Data Name='ParentProcessld'>2636</Data><Data Name='Pa
4 dest sort 22 rentImage’>C:\Program Files\SplunkUniversalForwarderibin\splunkd, exe</Data><Data Name='ParentCommandLine'>"C:\Program Files\SplunkUniversalForwarder\bim\splunkd. e
wdve 1 xe* service</Data><Data Name='ParentUser’'>NT AUTHORITY\SYSTEM</Data></EventData</Event>

host = ar-win-dc  source

@ dve_nt_host 1
@ Error_Code 10
# event_id 100+
# EventCode 100+

X g

Sysmon/Ops sourcetype = xr

> 05/08/2024

<Event xmlns="http://schemas.microsoft. com/win/2084/08/events/event ' ><Systes><Provider Name='Microsoft-Windows-Sysson' Guid='{5770385F-C22A-43E0-BFAC-06FSE98FFRD
16:23:31.000

9} ' /><EventID>1</EventID><Version>5</Version><Level »4</Level »<Task>1</Task:
©3-05T16:23:31.5248942007 " /><EventR

pc o y ds><TimeCreated SystemTime='2024-

rdID>6817</EventRecardID><Carrelation/>: ution ProcessID='2668"' ThreadID='2288'/><Channel>Microsaft-Windows-Sysmon/Operat

The presence of various useful Splunk apps on the Splunk server streamlines and enhances the
process of developing threat detection rules. Among these, the Splunk Security Essentials app
is particularly instrumental in formulating detection rules for OS credential dumping attacks.

splunk Semings~  Acvityr  Help |Q Find

Splunk Security Es

Security Content

What's New in 370?  Manage Bookmarks 1
Splunk can ingest data from any type of praduct. Here are a few that are highlighted in Splunk Security Essentlals.

Export +

@ How can you map this content to Splunk's Security Joumey, and make your environment more secure?

eam how to use this page 2

Search Filters

dumping x 7 Edi 1799 Total | 1798 Filered Clear  Defout  Share

Hide Low Scaring Matches
Journey Security Use Case Category Data Sources Featured

Al selected (6) - Al ~ Al - Al ~ Al ~

Stage 1: Collection (2

You hve the data onbaard, whel da you do first?

Access LSASS Memory Remote Thread Creation Of Shadow "Datect Credential Datect atz Using Unsigned Image
4 For Dump Creation Lsass Copy With Wmic And Dumping Through Loaded Images Loaded By LSASS
Powershell

The following analytic detects the
dumping of the LSASS process
memary, which occurs Guring
Gredential dumping attacks The
detection I made by using Sysmon
lags, specifically EventCode 10,
which is refated to lsass exe. This
helps to search for indieators. of
LSASS memary dumping such as
specific eall uaces to dhgeore dil and
dghelp.dil. This detection is

Stage 2: Normalization [2
Youve applie

Attempted Credential
Dump From Reglstry

" Madel, pen

The follawing anaiytic detects the
creation of a remote thread in the
Local Security Autharity Subsystem
Service (LSASS), which is a comman
tactic used by adversarles to steal
wser authentication credentiais,
known as eredential dumping. The
detection s made by leveraging
Sysmon Event ID & logs and
searches for processes thal ereate

remote threads in lsass.exe, This is

Creation Of LSASS
Dump With Taskmgr

The follwing ansiytic detects the
wse of twa specific toals, winic and
Powershell 1o reate a shadaw copy
1o identify potential threats earlier

The following ansiytc detects the
reacing of sass memory; which is
cansistont with cradential dumping.
Reading Isass memory is 3 common

and tak to
mitigate the risks. This detection s
made by a Splunk query that
searches for processes in the
Endpoint Processes data model
where cither the.

teci 1o steal
credentials from the Windows
‘operating system. The detection is
made by monitaring the sysmon
events and ltering for specific

{01010 and

eentsins “wmic” or “Powershell” and

Creation Of Shadow
=4 Copy

01410} o the Isass exe process

Credential Dumping
Vin Copy Command

“This search loaks for reading loaded
Images. unique o credential dumping
with Mimikatz. Doprocated bocause

mimikatz libraries changed and very

nolsy sysmon Event Cade.

Credential Dumping
Vin Symlink To Shadow

This seasch detects loading of
unsigned images by LSASS.
Doprosated bacause ton noisy.

mping

‘ | Detect Copy OF

Shadowcopy With



Through effective analysis of Windows event logs and understanding the correlation between
event codes and process IDs, events with event code 4688—associated with the LSASS
memory process in OS credential dumping attacks—are identified and filtered. This analysis
facilitates the development of a robust and efficient threat detection rule.

> Search & Reporting

New Search Save Az Create Table View  Close
ndex="uin" EventCode=4588 Process.Command._Line="s15353.exex" Lost 24 hours - n
| table _time host EventCade cvent_id new_processname signature process.name parent_process_path CommandLine

+ 7 events (04/08/2024 16:00:00.000 to 05/08/2024 16:5135000)  No Event Sampling » Job~ 4 & 4 ® VerboseMode >

Events(7)  Pamems  Statstics(7)  Visualization

20PerPage™ s Format  Preview
. - . .
host  EventCode  eventd new_process_name  signatwre .
_time # = = = = = process_name ¢ parent_process_path * #  Commandline = .
2024-08-85 15:27:59 ar- 4688 767248 lsass.exe A new 1sass.exe C:\Windows\Systend2\1sass. exe C:\Windows\systen2\1sass. exe
win- process has
de been created
2024-08-85 15:26:45 ar 1688 623477 procdunp6d.exe A new procduspsd.exe  C:\Atomi cRedTean\ExternalPayloads\procdump. exe C:\AtomicRedTean\atomics\ . . \ExternalPayloads\procdump. exe  -accepteula
process has nn lsass.exe C:\Windows\Tenp\lsass_dunp. dng
d bee ted
2024-08-85 15:26:46 ar- 4688 28476 procdurp.exe procdunp. exe C:\Windows\Systend2\cnd. exe €:\AtomicRedTeam\atomics\.. . \ExternalPayloads\procdump. exe  -accepteu
win mm Lsass. exe €+ \Windaws\Tenp\ 15ass_dunp. dp
dc
2024-08-85 15:26:45 ar- 1583 620473 cad.exe cnd_exe C:\Windous\Systend2\WindousPowerShell\v] . 8\pouershell . exe mics\.  \Exter procdunp.exe®
wi sass_exe C:\Windows\Temp\lsass_dunp. dip
de
2024-08-05 15:26:33 ar- 1688 629379 procdumpéd . exe A new procdunpéd.exe  C:\AtomicRedTean\ExternalPayloads\procdump. exe C:\AtomicRedTeam\atomics\.. . \ExternalPayloads\procdum.exe  -accepteula -
win- process has na lsass.exe C:\Windows\Tenp\lsass_dunp. dng
de been created
2024-08-85 15:26:33 ar- 1688 628378 procdump.exe A new procdusp. exe C:\Nindows\Systend2\cnd. exe C:\AtemicRedTeam\atomics\.. . \ExternalPayloads\procdum. exe -accepteula -
process has ma Lsass.exe C:\Windows\Tomp\ Lsass_dunp,
de been croated
2024-08-05 15:26:33 ar- 4688 620375 cnd.exe A new cmd. exe C:\Windows\Systend2\WindowsPowerShellivi . @\powershell.exe  "ond.exe’ /c 'C:\Atom icsh. \Exter procdunp. exe”
win- process has -accepteula -ma lsass.exe C:\Windows\Temp\lsass_dunp.dnp
de been created

The detection rule for OS credential dumping attacks targeting LSASS memory is developed
using an SPL query and saved as an alert in Splunk Enterprise. This alert is configured to run
every 15 minutes with a time range window of the previous 15 minutes, enhancing the
efficiency of threat detection. Additionally, a trigger action notification is set up, so whenever
the alert is activated, a notification will appear in the Splunk Enterprise server notification bar.

Save As Alert

Settings
Tive MiniDump of LSASS

Description  Optional

Permissions Private Shared in App
Alert type Seheduled Real-time
Run on Cron Schedule v
Time Range: Last 15 minutes »

Cron Expression

wary éay at 68M), Loarn Moro

Expires

Trigger Conditions

Trigger alert when Number of Results =

Trigger
Throttie ©
Trigger Actions

+ Add Actions =

Whentiggered My AddtoTrigg




The screenshot below displays the configured threat detection alert for Minidump of LSASS
in the Splunk Enterprise server.

MiniDump of LSASS

Enabled: ................ Yes. Disable Trigger Condition: .. Number of Results is > 0. Edit
ADP. s search Actions: ........cceee. ¥ 1 Action Edit
Permissions: ... Shared Globally. Owned by admin. Edit A Add to Triggered Alerts
Modified: .................. 5 Aug 2024 16:54:45

Alert Type: ............... Scheduled. Cron Schedule. Edit

To evaluate and verify the configured OS credential dumping threat detection rule, the same
attack is simulated once more on the Windows instance within the simulation environment.

TASK [atomic_red_team :
char

ek
failed=0 skipped=1 rescued=0 ignored=0

The configured threat detection rule was successfully triggered and demonstrated efficient
performance in identifying the OS credential dumping LSASS memory attack. Consequently,
the primary objective of developing an effective threat detection rule using the Splunk Attack
Range tool has been successfully achieved.

splunk>enterprise  Apps ¥ [ dministrator v Messages »  Settings®  Actvityw  Helpv | Q Find

Search  Anayics  Detasels  Reporis  Alerts  Dashboards . Search & Reporting

MiniDump of LSASS

Trigger History




(attack-range-py3.10) root@3839ea928fec:/attack_range# python attack_range.py stop

.d$sb
' TO$;\
7" & TReuf
.; :Tb|
/3%
d$$ss
d$$$s;
d$$ssP. |\
.dS$SP' [\A"1
‘T$PAnnunn .

-(.g$888588b.

HNAATSSSPA)

By: Splunk Threat Research Team [STRT] - research@splunk.com

2024-08-05 17:30:57,837 - INFO - attack_range - Successfully stopped instance with ID i-@dceedf357e9b788a .
2024-08-05 17:30:58,209 - INFO - attack_range - Successfully stopped instance with ID i-01f9429f93df352el .
2024-08-05 17:30:58,631 - INFO - attack_range - Successfully stopped instance with ID i-@cfbab996db9febé9 .
(attack-range-py3.10) root@3839ea928fec:/attack_range#

And after achieving the objective of my research, the attack simulation environment is stop
using the ‘python attack range.py stop’ command.

Instances (4) info ‘ c Instance state ¥ Actions ¥ Launch instances

Q Fi ; J sen All states ¥
Alarm status

Instance state v Status check

Name ,# v
ar-splunk-root...
Splunk Attack ...
ar-linux-root-...

ar-win-root-5...

Instance ID
i-05c05a586a139%efdc
i-00c861de220430c8e
i-06b9666410de2d0de

i-01af24a1cc6cc6980

@ Stopping @ @
@ Stopping @ &
@ Stopping @ @
© stopped @ @

Instance type ¥
t3.2xlarge -
t2.micro
t3.xlarge

t3.xlarge

View alarms =+
View alarms 4
View alarms 4

View alarms =+

Availability Zone ¥
us-east-1a
us-east-1d
us-east-1a

us-east-1a

[ec2-user@ip-172-31-24-246 ~1$
[ec2-user@ip-172-31-24-246 ~1$

[ec2-user@Pip-172-31-24-246 ~]$% docker commit 383%9ea%928fec myattackrange
sha256:a8el1ab597bff60a962431194edbT6a92d89297e490e9527d70f79dblc4acc3f70
[ec2-user@ip-172-31-24-246 ~1%

[ec2-user@ip-172-31-24-246 ~1$

[ec2-user@ip-172-31-24-246 ~1$ docker images

SIZE
3.82GB
3.8GB

IMAGE ID
aBelab97bffé
73203efd31ef

CREATED
5 seconds ago
3 months ago

REPOSITORY TAG
myattackrange latest
splunk/attack_range latest
[ec2-user@ip-172-31-24-246 ~1%
[ec2-user@ip-172-31-24-246 ~1$

To save the state of the control panel of the simulation environment, which is the docker
running container of the Splunk attack range docker image, the docker commit command to
use to save the running state of the container to new docker image.
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