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Configuration Manual for Agile 

 
1 System Requirements 
This whole project takes into the account three important steps, 

RAM: 8GB DDR2 

OS: Windows 11 

Processor: i5 13th generation 

Technology required: Python, Anaconda prompt, Spyder, Streamlit 

 

2 Code execution 
 

Figure1. This script imports necessary packages and functions for processing data as well as for 

generating and evaluating the models for machine learning and statistical computations. This 

includes; numpy, pandas, matplotlib, seaborn, several classes and functions from the sklearn 

package. 



 
 

 

 
Figure2. This script tends to generate a list of the 15 variables; such as ‘duration’, ‘protocol_type’, 

‘service’, ‘flag’, ‘src_bytes’, ‘dst_bytes’, ‘land’, ‘wrong_fragment’, and others, which are the feature 

identifiers for a dataset. It also sets out datasets for training/learning and assessment purposes. 

 



 
 

 

 

Figure3. We split samples into observed or predictor variables/feature variables (also known as the 

independent variables or explanatory variables) or often denoted by X and response or dependent 

variables or label data or often denoted by Y. 
 

Figure4. The present script incorporates `LabelEncoder` from `sklearn. preprocessing to the 

necessary data format to convert categories into numbers. It traverses over the mentioned column 

names namely, ‘protocol_type,’ ‘service,’ ‘flag’, and ‘binary_attack,’ for both the training set and the test 

set and performs the label encoding for each of the columns present in the data frame ‘df_train’ and 

‘df_test’. 
 

Figure5. SelectKBest function is employed here with the scoring function of ̀ mutual_info_classif` to 

select the 20 most essential features from the training data set. It applies this selection on ̀ x_train` 



and ̀ y_train` and gets the names of the columns of the selected features from ̀ x_train`. 

Figure6. This script prepares the two predictors, ̀ x_train` and ̀ x_test`, by reducing the latter to the 

columns stated in ̀ col`. This is done to guarantee that not only the training dataset, but also the 

testing dataset only include the features from the ̀ col` list which are ‘service,’ ‘flag,’ ‘src_bytes,’ 

‘dst_bytes,’ ‘logged_in,’ ‘same_srv_rate,’ ‘diff_srv_rate,’ ‘dst_host_srv_count,’ ‘dst_host_same_srv_rate,’ 

and ‘dst_host_diff_srv_rate. ’ 
 

Figure7. This script uses the ̀ MinMaxScaler` preprocessing class from ̀ sklearn. The first step of 

transformations is to perform the ‘preprocessing’ on the features in ̀ x_train` and ̀ x_test` to scale it 

between 0 and 1. It fits the scaler on ̀ x_train` and as the next step applies transformation on both the 

datasets. 



 

Figure8.. This script defines several machine learning models and saves them into the ̀ models` list. 

It contains Logistic Regression, SVM – Linear, Polynomial, Radial basis function, Decision Trees, 

Random Forest, Naive Bayes, K-Nearest Neighbor and these algorithms have their own set of 

parameters. 



 

FigureG. This script takes ̀ x_train`, and ̀ y_train` to train each individual model in ̀ models`, and 

then tests the model on ̀ x_test`, and finally calculates accuracy, precision and recall. These metrics 

are held in their often respective metrics dictionaries. 

 

Figure10. This script defines a DataFrame named ̀ df_model`, in which every row contains a model 

while the column names of the DataFrame are ‘Accuracy’, ‘Precision’, and ‘Recall’. These it fills with 

data from the ̀ accuracy`, ̀ precision`, and ̀ recall` dictionaries that were defined earlier in this 

code. 
 

Figure11. This script barplots from ̀ df_model` and adds a legend of the length for the number of 

models, placing it in the lower left corner, changing the font size of the legend and advises a tight 

layout. 



 

Figure12: This command is used to install the streamlit 
 

 

 

Figure13 



 

Figure14 
 

Figure15 

3 Steps to Run and execute the codes 

Step 1: Initially the user has to go to the google drive which contain the codes and data. 

Step 2: Run the colab file. 



Step 3: Access authentication for the drive must be made. 

Step 4: Now record the application by start running it in the Anaconda Prompt. 

Step 5: Run the code python -m streamlit run app. Py 


