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1 Introduction 

The configuration manual details the tools and technologies used throughout the research 

implementation. Section 2 thoroughly describes the experimental setup. In Section 3, the 

various technologies and software tools employed are discussed. Section 4 provides a 

comprehensive, step-by-step guide for executing the machine learning workflow, beginning 

with importing the necessary libraries. It includes loading and pre-processing the dataset, 

followed by selecting key features from the pre-processed data. The section also covers 

balancing the class counts in the dataset. It covers splitting the dataset into training and 

testing sets, developing the CNN-GRU model architecture, and training the model with the 

prepared data. It addresses the performance evaluation of the trained model. Section 5 

concludes with references for the software guide. 

2 Experimental Setup  
 

The experiment was conducted on a personal computer configured specifically for this purpose. 

 Hardware Specifications: The system runs on a fifth-generation Intel i7 processor, 

has 24GB of RAM, and includes a 252GB SSD. 

 Operating System: Windows 11. 

 Experimental Setup: The setup includes Windows 11, Anaconda3 2023.07-2,  

Python  3.9, and Visual Studio Code. 

 Google Colab pro: 300 Unit paid units were bought for model training purposes 

3 Technologies and Software Used for Implementation  
 

 Software Used: VS Code, Anaconda3 2023.07-21, Python 3.9 

 Anaconda3 is an open-source distribution of Python and R, specifically designed for 

scientific computing (docs.anaconda.com, n.d.). It simplifies package management 

and deployment with its Conda package manager and supports creating isolated 

environments for different projects, ensuring compatibility and ease of use. Python 

3.9 is a high-level, interpreted programming language celebrated for its readability 

and versatility (Mészárosová, 2015). This version includes new syntax features, 

performance enhancements, and updates to the standard library, making it ideal for a 

wide range of applications, from web development to data science. VS Code is a free 

and open-source code editor created by Microsoft. It is well-known for its powerful 

                                                             
 
1 https://docs.anaconda.com/. 
 

https://docs.anaconda.com/
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features, including debugging, syntax highlighting, intelligent code completion, and 

an extensive collection of extensions. These features make it highly customizable and 

adaptable, allowing it to support numerous programming languages and projects. 

4  installation of anaconda 

 

 

4 Implementation  
 
Step 1: Import the required libraries for the implementation. 
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Figure (1): Import libraries for the implementation 

 
Step 2: Load the dataset and perform pre-processing steps. 
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Figure (2): Loading Data and Pre-processing 

 
Step 3: Select the important features from the pre-processed dataset using the Chi-2 algorithm 

 

Figure (3): Feature selection using the Chi-2 Algorithm 

 
Step 4: Balance the count of each class in the dataset using the SMOTE algorithm  
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Figure (4): Data Balancing using the SMOTE Algorithm 

 
Step 5: Divide the dataset into training and testing subsets. 

 

Figure (5): Train and Test Split 

Step 6: Develop the architecture for the CNN-GRU model. 

 

Figure (6): CNN-Gru Model Architecture 

 
 
Step 7: Train and save the constructed model using the dataset. 

 

Figure (7): Train and Save Trained Model 

Step 8: Evaluate the performance of the model. 
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Figure (8): Performance Evaluation 

Step 9: Import necessary libraries and define models path for the gui. 

 

Figure (9): Importing libraries and setting up path 

Step 10: Create the GUI and add functionality. 
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Figure (10): Defining gui 

 
 
Step 11: Load the model and preprocessing tools. 

 

Figure (11): Functions for loading the models and prepocessing tools 

 
Step 12: Define functions for  prediction. 
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Figure (12): Function for model prediction 

 
Step 13: Compiling the GUI. 
 

 

Figure (13): Home page 
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Figure (14): Prediction page 

 

 

Figure (14): Prediction results(Suspicious test data) 
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Figure (15): Prediction results(Normal test data) 
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