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1 Introduction 
 
This Configuration handbook will provide the setup and equipments which were required to 
do this research project. It offers a detailed information on all the Machine Learning Models 
developed and Hybrid Ensemble Method/ Stacking classifier using over sampling Technique 
(SMOTE-Synthetic Minority Oversampling technique) on Flow-Based Network Data. The 
UNSW-NB15 Dataset was used in this research study, which has nine different types of 
attack in it. Hence, the configuration manual is very necessary, and it will include all the 
hardware and software which were required, the implementation methods which were 
developed for this project. 
 
2 System Specification 

2.1 Hardware Requirements 
The below mentioned are the hardware required to perform this work: 
 
Operating System: Windows 11 
RAM: 8 GB 
Processor: Intel(R) Core (TM) i5-8250U CPU @1.60GHz 1.80 GHz  
Storage:225 GB SSD 
System Type:64-bit operating system, x64-based processor 

2.2 Software Requirement 
The below are the details of software requirements to perform this work: 
 
Python 3.6.3 version  
Google Colab as my testing environment. 
Google Drive to access and store my UNSW-NB15 dataset. 
 
In my research project, the programming language which I have used is python. The python 
version 3.6.3 was selected. The python programming language was selected because it is 
very simple to code, and it also helps us by providing large number of libraries and the 
frameworks which are designed for Machine Learning methods. The Google colab was 
selected for my testing environment as it is a cloud-based platform and we don’t need to do 
any setup, we can start coding directly. It has free usage of GPU (Graphical Processing unit) 
and TPU (Tensor Processing Unit).  
 
Mounted my google drive with colab to access the dataset. 
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3 Installation of Python Libraries  
Here I will discuss the python libraries which I have installed into my environment using the 
import command: 
 
NumPy 
NumPy is the most common library used in python for numerical operation. Mathematical 
functions and Array operations are done using this library. 
 
Pandas 
Pandas are the most important library used for data analysis and manipulation. It offers a 
wide range of data structure technique to work with time series and numerical data. 
 
Seaborn 
The seaborn library is used for making statistical graphs. 
 
Matplotlib 
The matplotlib library is used for plotting the bar charts, graphs, histograms, scatterplot and 
pie charts. 
 
Scikit-learn or sklearn 
The Scikit-learn library is known as the most important library in python for complex data. It 
is supports Machine Learning models. This library includes different machine learning and 
statistical methods which includes classification, regression and clustering. 
 
Imblearn 
This library is used for handling the imbalanced datasets and it offers different resampling 
techniques, one of them which is used in my project is SMOTE (Synthetic Minority 
Oversampling Technique). (GitHub, 2020) 
mlxtend 
This library known as mlxtend is used for stacking ensemble model in which it uses different 
predictions from the base classifiers used. (parthmanchanda81, 2021) 
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4 Description of Dataset 
The dataset which I decided for this research project is UNSW-NB15 dataset from Kaggle. 
The UNSW-NB15 dataset is stored in my google drive. The dataset is generated by the IXIA 
perfectstorm pgrogram in the cyber range lab of Australian centre for cyber security (ACCS). 
The dataset has nine different types of network attacks in it such as worms, Denial of Service 
(DoS), Fuzzers, shellcode, generic, backdoor, Reconnaissance, exploits, analysis. It has 
around 2,540,044 records stored in it. The 82,332 records are for testing set and the 175,341 
records are for training set. 
 

5 Data Pre-processing 
 
The dataset was imported from the CSV file which is stored in my google drive and loaded 
into the pandas framework. The below figure displays the first 10 rows form the dataset. 
 

 
 

 
 
The below figure displays the different attack categories and their count. 
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The below figure displays the encoding method used to encode the categorial variables into 
numerical values using “LabelEncoder” 
 

 
 
The below Figure is showing the Correlation Matrix using Heatmap for different features.  
The correlation between the two features is displayed using -1 and 1. The 1 states positive 
correlation and -1 states negative correlation. If it is 0 then it is no correlation. 
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The below shows the count of different attack categories. The data is imbalanced in this 
picture. 

 
 
The below figure displays the data after applying the SMOTE (Synthetic Minority 
oversampling technique ).  
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At last the in the above figure it shows that the data is split into training and testing, 80% is 
split for training the model and 20% is split for testing the model.  
 
6 Model Training and Testing 

6.1 AdaBoost Classifier 
The below Figures shows about the adaboost classifier and displays the accuracy score given 
by the model, confusion matrix and classification report. 
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6.2 XGBoost Classifier 
The below Figures shows about the XGBoost classifier and displays the accuracy score given 
by the model, confusion matrix and classification report. 
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6.3 Gradient Boosting Classifier  
The below Figures shows about the Gradient Boosting classifier and displays the accuracy 
score given by the model, confusion matrix and classification report. 
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6.4 Hybrid Ensemble Method/Stacking Classifier 
The below Figures shows about the Hybrid Ensemble Method/Stacking classifier, the novel 
method in this research study. It displays the accuracy score given by the model, confusion 
matrix and classification report. 
The base classifiers are XGBoost & AdaBoost, and the meta classifier is the Gradient 
Boosting Algorithm. 
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