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Abstract 
Modern network intrusion systems require the detection of breaches to be secure, but 

it is a difficult task as the network data is diverse and dynamic. By integrating 
oversampling technique with ensemble Machine Learning methods, this study 
investigates ways to enhance Intrusion Detection in flow-based data. The purpose of the 
study is to evaluate how well the hybrid ensemble technique detects the intrusions. The 
UNSW-NB15 dataset was evaluated to train algorithms such as AdaBoost, XGBoost, 
Gradient Boosting and Stacking classifier/Hybrid Ensemble. Using SMOTE technique, 
the class imbalances were addressed by balancing the data. The findings show that, other 
referenced studies showed accuracy above 90%, the Hybrid Ensemble model performed 
better with accuracy of 89.59% on balanced data using SMOTE method To identify 
different network attacks, the results shows that ensemble learning method significantly 
improves detecting the attacks and accuracy. The advantages of combining different 
ensemble methods with oversampling technique like SMOTE is very essential. To raise 
network security, model suggests creating sophisticated detection system with hybrid 
model. To make sure these solutions are broadly applicable and reliable, the future work 
should focus on optimizing model parameters and test new methods. 

Keywords: Network Intrusion Detection System (NIDS), Machine Learning, 
SMOTE (Synthetic Minority Oversampling technique), Ensemble Learning, AdaBoost, 
XGBoost, Gradient Boosting. 

 

1 Introduction 
Since, Internet technologies have developed, securing our network is more complicated, 
which has increased the frequency and complexity of cyberattacks. To identify accurately 
between malicious and authorized network traffic, it is required to develop advanced 
Network Intrusion Detection Systems or NIDS. It is very crucial parts of cybersecurity, as 
they are made to detect illegal activities which may compromise network integrity and data 
security. The traditional methods for detecting intrusions have shown serious drawbacks 
(Verma et al., 2018). The methods like anomaly and signature-based systems are one of them. 
Systems that use anomaly-based algorithms identify anomalies to minimize threats and 
establish a baseline of typical network behaviour. On other hand, signature-based are 
ineffective against new attacks as they cannot identify them properly because they depend on 
preset patterns of recognized threats. 
Machine learning is one of the effective ways to improve NIDS’s capabilities to tackle 
different issues. These ML models can recognize complex patterns and increase detection 
rates, also it can analyse large volumes of network traffic data. The ensemble learning or 
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boosting algorithms have shown promising results. By recent experiments in detecting 
network intrusions have proven efficacy of these boosting algorithms (Husain et al., 2019). 
XGBoost can handle more large and complex datasets, well known for its efficiency and 
scalability. Adaboost had been used to focus on difficult data points to increase detection 
rates and keeping false positive rates low. By decreasing the errors and raising accuracy the 
Gradient Boosting improves the model using the technique of gradient descent, enhancing 
this method. 
To create a successful NIDS still faces several challenges. The main problem with the 
imbalance in network traffic datasets, where unauthorized activities are less frequent than 
normal traffic. The second problem is identifying the important characteristics from high-
dimensional network traffic data, however it is necessary to create accurate and successful 
models. To address these issues, this research focus on a Hybrid ensemble model or 
Stacking classifier (Adegboyega, 2024) a novel method that combines the AdaBoost, 
gradient boosting and XGBoost classifiers with methods like Synthetic Minority Over-
sampling Technique (SMOTE) for sharing data for class imbalance and feature selecAtion 
(Md. Alamin Talukder et al., 2024). This approach seeks to enhance the NIDS efficiency and 
accuracy providing a safe and secure defence against constantly changing threats which are 
affecting our network security. 

1.1 Motivation  
The main motivation of this study is to investigate and verify the complex methods, 
addressing the current attacks and helping in creation of stronger network intrusion detection 
systems. Due to Increasingly complex and frequent cyberattacks it offers a serious risk to 
network security, which leads for creating an enhanced detection system. The traditional 
methods suffer from high false positive rates and a fail to identify new attacks. As the 
network environments get more complicated it requires more advanced techniques which can 
effectively identify the malicious activities. The Machine learning methods offers promising 
results by improving detection accuracy and lowering the false positives, in particular, 
ensemble methods when combined with oversampling techniques will offer an extra layer to 
the network intrusion detection systems. 

1.2 Research Question 
• How can the use of Oversampling techniques in combination with ensemble machine 

learning methods enhance the detection of network intrusions in Flow-Based network 
data? 

1.3 Research Objective 
• The objective is to implement and establish a Novel Ensemble Method/ Stacking 

Classifier which combines the different features of AdaBoost, XGBoost and Gradient 
Boosting for intrusion detection. 
 

• Using SMOTE Method (Synthetic Minority Over-Sampling Technique) it will 
balance the imbalanced dataset to ensure that minority classes are equally displayed 
while training the model. 
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1.4 Research Hypothesis 
H0:  The Hybrid ensemble method cannot identify network traffic accurately than traditional 
methods. 
H1: The hybrid ensemble method can identify network traffic accurately than traditional 
methods. 
H0: The Hybrid ensemble method used by intrusion detection model cannot determine that 
the data is malicious or not. 
H1: The Hybrid ensemble method used by intrusion detection model gives high accuracy and 
can determine the data is malicious or not. 

1.5 Structure of the report 
Chapters Description Details 
2 Related Work This section will cover the literature review to network intrusion 

detection using machine learning. 
3 Research 

Methodology 
This third section will cover the overall approach and 
methods/algorithms carried out. 

4 Design 
Specification 

This section will shed a light on design specification of the proposed 
model for the thesis. 

5 Implementation This section will describe the steps taken to implement the proposed 
machine learning models. 

6 Evaluation This section will explain the results of ML models evaluation using 
different performance metrics and findings. 

7 Conclusion and 
Future work 

This will highlight the findings and contribution made and will 
explain what will be explored in future for more better performance. 

Table 1:  Report Structure 

2 Related Work 
In this section, I will discuss the materials I read to develop my thesis, highlighting the 
advantages and disadvantages of different machine learning and ensemble techniques. 

2.1 Machine Learning methods in Intrusion Detection 
The UNSW-NB15 dataset was used in this research paper (Husain et al., 2019). This study 
describes the development of a network intrusion detection system (NIDS) using XGBoost 
Algorithm to improve its detection accuracy and operating efficiency. The dataset is very 
well-known for its effectiveness in the intrusion detection. They have chosen this algorithm 
because of its novel approach in managing big, complex datasets and has excellent intrusion 
detection accuracy. The disadvantage in this study which is mentioned was its high 
computational complexity of the model and its requirement for rigorous hyperparameter 
modifications, whereas the advantage it has is that it shows that the use of XGBoost 
significantly boosts NIDS efficiency, which makes it a useful method for modern cyber-
attacks. 
The author in his research study (Verma et al., 2018) is describing a combination of 
clustering techniques with machine learning algorithms such as XGBoost and AdaBoost to 
improve the detection. The model is trained and tested by using a well-known dataset which 
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is NSL-KDD dataset which has wide ranges of network traffic characteristics. Increasing the 
detection accuracy, this combined method. Seeks to decrease false positives. The limitation in 
this study includes possible overfitting and additional difficulty of combining various 
approaches. It has also discovered that by utilizing the advantages of both clustering and 
boosting techniques, the hybrid model is performing better than conventional single method 
approaches. 
To detect cyber-attacks, the author in this paper (More et al., 2024) uses the techniques of 
logistic regression, support vector machine (SVM), decision tree and random forest (RF). The 
study focuses on exploratory data analysis and on feature selection through correlation 
analysis and random sampling. The results shows that random forest can detect cyber-attacks 
in the best way, this model works better with a low false rate of 1.36% and accuracy of 
98.63%.  The study’s thorough analysis and strong accuracy rates tells us that how much it 
offers to improve IDS performance. The disadvantage of this model is its processing cost of 
random forest algorithm and its complex nature of feature selection. 
(Kocher and Kumar, 2020) in this paper, a variety of ML classifiers are evaluated to 
determine its efficacy how well they are in detecting network intrusions. The UNSW-NB15 
dataset is used to research because of it modern and broad dataset for network intrusion 
detection. The classifiers which are used to investigate are Naive Bayes (NB), Random Forest 
(RF), Decision Tree, K-Nearest Neighbors (KNN), Logistic Regression (LR) and stochastic 
gradient descent (SGD).  The findings show us that the Random forest performs better then 
other algorithms with an accuracy of 95.43%. The evaluation is performed using metrics like 
accuracy, precision, recall, F1-score, MSE (mean squared error), True and false positive rate. 
The limitations discussed for each classifiers includes the large mean squared error of the 
Naive bayes classifier and cost of computing for training the decision tree. The classifier 
which showed strong durability and accuracy was Random Forest which makes it dependable 
option for network intrusion detection. 

2.2 Handling Imbalanced data in intrusion detection 
This research paper (Zhang, Jia and Shang, 2022) is addressing the problem of categorizing 
imbalanced datasets by using XGBoost method. In this paper the author is providing a better 
classification algorithm that combines XGBoost with over-sampling method SVM-Smote and 
under sampling method EasyEnsemble. Using Bayesian optimization, the optimal situations 
are automatically identified and modified. The dataset utilized in this study are two publicly 
available datasets, first one is credit card dataset from UCI and second dataset is credit fraud 
dataset from ULB. The modified XGBoost algorithm performs better when the testing results 
are compared to other models like RUSBoost, CatBoost and LightGBM. The performance of 
classification on imbalanced datasets is greatly improved by combining complex sampling 
approaches with XGBoost. The one limitation which this model has is the computational 
complexity of Bayesian optimization process. 
The main topic of this research paper (Md. Alamin Talukder et al., 2024) are the challenges 
involved for enormous and unbalanced data in network intrusion detection.  The author has 
provided a thorough framework that integrates feature extraction, stacking feature embedding 
and oversampling technique to increase the detection accuracy. To validate the performance 
for several Machine Learning methods the UNSW-NB15 dataset was used. The findings have 
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a good result in which it showed a considerable increase in the accuracy and a decrease in 
false positive. Despite of extra complexity and processing resources needed the advantages 
are that it has improved the detection capabilities for intrusions and improved handling of 
class imbalance. 
The paper (Gouveia and Correia, 2020) is highlighting about XGBoost algorithm’s use for 
network intrusion detection and it is better at predicting accuracy and easy to handle huge 
datasets such as UNSW-NB15. The model shows excellent accuracy and is successful in 
detecting intrusion. The disadvantage is the computational load and hyperparameter tuning to 
get good performance. This model has a capacity to manage unbalanced datasets as well as 
its robustness in providing precise and trustworthy predictions in securing our networks. 

2.3 Ensemble Methods for intrusion detection  
The Hybrid approach to intrusion detection is presented in this study (Mashuqur Rahman 
Mazumder et al., 2021) which combines supervised and unsupervised ML algorithms. The 
NSL-KDD dataset is used by the researcher in this study. K-means clustering and light 
gradient boosting algorithms are combined in this hybrid model. It is performing traditional 
methods like adaboost, xgboost and random forest with a detection accuracy of 90.41%. The 
advantage of this model is its significant increase in detection rates which makes it extremely 
useful for network security. Whereas, the drawback is its complexity of combining several 
algorithms and the time taken to train the model. 
In this research study (Kiflay, Tsokanos and Kirner, 2021) the author suggests an ensemble 
method that uses indirect voting approach to integrate Random forest, adaboost, xgboost and 
gradient boosting decision tree. Increasing the detection performance, the goal of the study is 
to decrease the false alarm rates. To validate the model two datasets are used one UNSW-
NB15 dataset and second is NSL-KDD dataset. The limitations involved are the possibility of 
increased operational complexity and the requirement for thorough modification of ensemble 
parameters. The NIDS’s improved robustness and detection ability is the major advantage. 
This strategy reduces false alarms and improves the detection rate by combining the different 
ensemble methods. 
The author in his paper (Zoghi and Serpen, 2022) have examined the development and 
evaluation of machine learning classifier which are built for UNSW-NB15 dataset. The two 
major problems such as class overlap, and imbalance is identified in this paper. To overcome 
the problem the author is using ensemble approaches such as random forest improved by 
Hellinger distance decision tree (RF-HDDT), XGboost and balanced bagging (BB). The two 
unique approaches that modify the final classification options are put forth to address the 
class overlap issue. The ensemble classifier which uses a majority vote combines performs 
better than other models when it is tested for binary and multi category classification. The 
drawback highlighted are its complexity and computational requirements. 
The paper (Almomani et al., 2023) has three foundation models random forest, decision tree 
and k-nearest are integrated into the authors proposed Intrusion Detection System (IDS) 
along with a meta-model represented by logistic regression. They have implemented a 
stacking ensemble technique to enhance intrusion detection system’s performance.  It uses 
UNSW-NB15 dataset for testing and has obtain a testing phase accuracy of 97.95%. By 
utilizing the capabilities of individual classifiers, the ensemble approach increases overall 
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accuracy and decreases error rates. The main benefit of this method is that it can detect 
network intrusions with greater accuracy and robustness, whereas the disadvantage is the 
complexity and processing required for combining different techniques. 
In this study (Adegboyega, 2024) the author suggests a Hybrid strategy to improve intrusion 
detection that combines AdaBoost and stochastic gradient descent classifier (SGDC). The 
analyses is done by using KDD CUP 99 dataset. After evaluating the two hybrid models, 
SGDC_ADA and ADA_SGDC, the first one i.e SGDC_ADA model gave a accuracy rate of 
97%. In terms of precision, recall and F1-score the hybrid model outperforms then the 
individual model. The complexity and training time required to train the model is the main 
disadvantage, but model is also useful because of enhanced accuracy and decreased error 
rates. 
An ensemble methodology to enhance the detection system performance is presented in this 
research paper (Ngamba Thockchom, Moirangthem Marjit Singh and Nandi, 2023). The 
model uses stacking ensemble technique in which it combines decision tree, logistic 
regression and gaussian naïve bayes as base classifiers with stochastic gradient descent as the 
meta classifier. There are three different types of datasets used to evaluate the performance, 
first is UNSW-NB15, CIC-IDS2017 and KDD cup 1999.  The main advantage of this model 
is that it improved detection accuracy and effective handing of unbalanced datasets. It was 
difficult to combine multiple algorithms and increase analyzing demands. This approach 
focuses on choosing the most important features by using Chi-square test for feature 
selection. The outputs showed that the ensemble model performs better and beats individual 
classifiers in binary and multiclass classifications. 
 
3 Research Methodology 
This research investigates in developing a secure and efficient Network Intrusion Detection 
System (NIDS) which can be used to detect different malicious attacks in flow-based 
network data. Initially the UNSW-NB15 dataset was gathered from a very well-known site 
called as Kaggle (www.kaggle.com, n.d.). The dataset contains over two million records with 
different types of attacks such as worms, shellcode, fuzzers, analysis, backdoor, denial-of-
service, exploits and generic attacks, etc and it also captures a hybrid of real and synthetic 
network traffic. In the next step the necessary libraries were loaded such as NumPy, Seaborn, 
Scikit-learn, Pandas and machine learning algorithms like AdaBoost, XGBoost and Gradient 
Boosting. After that, to ensure all the data is in a correct format, the CSV files containing the 
dataset were loaded into Panda’s data frames. 
The next step is data cleaning which is very important. The data cleaning process was then 
utilized to fill up the gaps, format the data properly and eliminate duplicates so it can be 
analysed. To study the distribution patterns and feature correlations and to visualize the data, 
which was cleaned, I have plotted Histograms, Bar plot and scatter plot. For normalizing the 
data, the pre-processing step includes scaling numerical features and encoding categorical 
categories. By using the bar plot, I was able to identify the imbalance data, to address class 
imbalance in the dataset SMOTE (Synthetic Minority Over-Sampling Technique) 
(Brownlee, 2020) was used to create synthetic samples for missing classes. Now the next 
stage is splitting the data, I utilize an 80-20 split, in this the balanced dataset is then divided 
into training and testing sets to train the machine learning models. 
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Figure 2:  Flow diagram for research model  
The main component of the approach is training machine learning models, which include 
AdaBoost, XGBoost, Gradient Boosting, and Hybrid Ensemble Model/Stacking 
classifier that will combine these techniques with Gradient Boosting acting as the meta-
classifier. To train each models pre-processed and balanced dataset using SMOTE is used, to 
utilize its strengths to improve the performance. The models are assessed using accuracy 
score, classification report that include information on each class’s precision, recall, f1-score, 
and confusion matrix. Enhancing the precision and dependability of network intrusion 
detection in flow-based network data, this structured approach guarantees a strong model 
training and evaluation by handing important issues like class imbalance and utilizing the 
potential of ensemble learning. Being a rigorous approach, it should give a efficient response 
to today’s cyber-attacks, providing significant advantages over traditional detection methods.  
 
4 Design Specification 
This section will outline the machine learning models and their framework and assessment 
metrics used in this proposed model. 

4.1 AdaBoost Classifier 
AdaBoost also known as Adaptive Boosting, is an ensemble learning method which builds 
strong classifier by combining different weak classifier. The algorithm iteratively modifies 
the weights of training instances, by focusing on situations that are very difficult to 
categorize. The accuracy and resilience of every new model are increased in this approach as 
it fixes the mistakes of the previous ones.  This algorithm is well known for its simplicity for 
using it and the way it works for binary classification issues (www.datacamp.com, n.d.). 
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4.2 XGBoost Classifier 
Extreme Gradient Boosting or XGBoost is a complex and robust gradient boosting 
implementation. To better handle the limited information, this model combines multiple 
improvements, including parallel processing for faster computations, regularization to 
prevent overfitting and a weighted quantile model. XGBoost is a well-liked choice for 
numerous machine learning challenges and real world issues because of its excellent results 
with structured or tabular data (Nvidia, n.d.). 

4.3 Gradient Boosting Classifier 
Gradient Boosting is an ensemble technique. In this method the models are built one after 
the other, with each new model aiming to fix the mistakes of previous models. The new 
model is adapted to the remaining errors/issues of the sum of the earlier models to achieve it.  
The overall accuracy is increased and improved due to the process of minimizing the loss 
function. It works well for both regression and classification applications because of its great 
versatility for different loss functions (Saini, 2021).  

4.4 Hybrid Ensemble Model 
The Hybrid Ensemble Model incorporates several base classifiers, including gradient 
boosting, xgboost and adaboost using a stacking classifier. The predictions made by the base 
classifiers, this method uses a meta classifier’s characteristics. To get the final predictions, 
the meta classifier is trained, which is another powerful model gradient boosting. This hybrid 
technique improves the prediction performance and resilience by utilizing the advantages of 
each basic classifier ( rasbt.github.io, n.d.). This model really works good with complicated 
datasets that have a wide range of patterns and features.  
In my model the UNSW-NB15 is the suitable dataset as it is complicate and has wide range 
of patterns and features. Hence, I choose this dataset to create this model. 

4.5 Proposed Model Training and Evaluation Metrics 
The Important components of a machine learning models are the Evaluation Metrics. In my 
proposed model, the 80% of the dataset is utilized for training and 20% is used for testing. To 
train the basic classifiers the pre-processed and balanced dataset are used. Later, by 
combining their predictions the meta-classifier is trained. To determine its efficacy, several 
performance criteria are used to evaluate the final hybrid ensemble model. Among these 
metrics are as follows: 

4.5.1 Accuracy 
Accuracy is the percentage of accurate predictions the model makes out of all the predictions. 
It is calculated as: 

 
 
In the situation of imbalanced datasets when the metric can be dominated by the number of 
true negatives, accuracy might not be enough on its own even it is an easy measure of overall 
correctness. 
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4.5.2 Precision 
The precision model is determined by dividing all positive predictions by the percentage of 
true positive predictions. It is calculated as follows: 
 

 
 
A low false positive rate is indicated by high precision, in situations where the cost of false 
positives is essential. 

4.5.3 Recall 
Recall also known as sensitivity, to calculate the recall percentage of accurate positive 
predictions among any actual positive cases is measured. It can be calculated as below: 
 

 
 

If the recall rate is high that means the model can properly detect many positive events.  

4.5.4 F1-score 
The F1-score is known as a statistic that balances precision and recall by taking the harmonic 
mean of the two. It is calculated as follows: 
 

 
 
The F1-score is very helpful when we are evaluating the trade-off between precision and 
recall, especially when dealing with imbalanced datasets. 

4.5.5 Support 
A support is the number of real instances of each class in the dataset. A model’s performance 
on that class is based on a greater number of instances if the class with high support has more 
confidence in its evaluation metrics. 

4.5.6 Confusion Matrix 
In confusion matrix, a table that compares actual classification vs predicted classification to 
give a thorough analysis of the model’s performance. It consists of:  
 
True Positives (TP): In True Positive, the cases that are correctly predicted as positive as 
known as TP. 
False Positives (FP): In False Positive, the cases that are incorrectly predicted as positive are 
known as FP. 
True Negatives (TN): In True Negative, the cases that are correctly predicted as negative are 
known as TN. 
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False Negatives (FN): In False Negative, the cases that are incorrectly predicted as negative 
are known as FN. 

 
Figure 2:  Confusion Matrix  

The visualization of the classification model’s performance can be improved by the confusion 
matrix, if it displays both kinds of errors being produced and the quantity of accurate 
predictions. 
 

5 Implementation 
In this stage, I will highlight how machine learning techniques and ensemble learning 
techniques were used to create a machine learning model. 

5.1 Software and Programming Language  
The programming language which I have selected to carry out my project is Python. The 
python 3.6.3 version was used for writing the code. I have selected python because of its 
huge number of libraries and frameworks that are designed for machine learning models. For 
my project, the testing environment which I have chosen is a cloud based platform known as 
Google Colab as its very easy to use, code and has robust capabilities. The python supporting 
Jupyter notebooks were accessed for free via Colab which makes it a best option for all the 
machine learning applications. It also provides access to GPU (Graphical Processing Unit) 
and TPU (Tensor Processing Unit) which can speed up the complex model training 
drastically. Furthermore, colabs interaction with google drive makes it simple to collaborate 
and retrieve datasets, which is especially helpful for big datasets like UNSW-NB15. 

5.2 Description of Dataset 
In this research study, the UNSW-NB15 dataset is used which is kept on google drive. The 
UNSW-NB-15 dataset is generated by the IXIA PerfectStorm program in the cyber range 
lab of the Australian centre for cyber security (ACCS). It combines modern, ethical 
activities with artificial and modern attack behaviour. The 100 GB of raw traffic data was 
captured by using Tcpdump by generating Pcap files. The dataset has nine different types of 
attack such as worms, shellcode, fuzzers, analysis, backdoor, denial-of-service, exploits and 
generic attacks. The UNSW-NB15_features.csv file has more information about all these 
features. It has four CSV files which includes 2,540,044 records in the dataset. The actual 
records are stored in UNSW-NB15_GT.csv. The dataset is divided into training and testing 
set. 175,341 records are for training set and 82,332 records are for testing set which covers 
both normal and attack incidents for training and evaluating the model. Hence, the data’s 
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accurate feature of collection and comprehensive nature makes it perfect fit for building the 
network intrusion detection models (www.kaggle.com, n.d.). 

5.3 List of Installed Libraries 
Library Objective Functions  
NumPy Numerical Operation  It supports mathematical function and array 

operations, which are critical for the activities 
which involve managing of data and 
mathematical computation. 

Pandas Data Analysis and 
manipulation 

It is required for dataset loading, cleaning, 
transformation, and data analysis. It allows us to 
manage and execute complex data efficiently. 

seaborn Making graphs using 
statistics 

It is used for creating good statistical graphs. 

Matplotlib Data plotting This is used for creating basic bar plots, graphs, 
and charts 

Scikit-learn Evaluation of models 
and Machine 
Learning 

This library provides an enormous selection of 
tools for feature selection, preprocessing, model 
evaluation and training. The key elements are as 
follows: 
“ensemble” is used to implement adaboost, 
gradient boosting and other techniques. 
 
“Feature selection” is used for selecting critical 
features and “model selection” to split the data 
into training and testing. 
 
“metrics” such as confusion matrix, 
classification report and accuracy to evaluate the 
model’s performance. 
 
“pre-processing” is used to transform the data 
like label encoding and scaling. 
 

imblearn 
(imblanced-
learn) 

Imbalanced dataset 
handling 

It is necessary to enhance the model’s 
performance on minority classes, this library is 
important for balancing the class distribution in 
the dataset by using oversampling techniques 
such as SMOTE (synthetic minority 
oversampling technique) (GitHub, 2020). 

mlxtend It is used for stacking 
classifier 

This library is used for stacking ensemble models 
which will combine the predictions from different 
base classifiers. 
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Pickle Serialization and 
Deserialization 

This library is used in which the python objects 
can be serialized into byte streams and 
deserialized them into python objects. 

 

Table 2:  Python Libraries (parthmanchanda81, 2021). 

5.4 Data Pre-processing and Feature Selection 
The pre-processing stage is said as the most essential stage to make sure that the dataset is 
prepared for training machine learning models. Initially, the dataset is first imported into 
Pandas Dataframes, which will offer a simple structure for processing the data, from the 
google drive. The data cleaning is the next stage in which we need to ensure that only clean 
and relevant data is used for analysis to handle any missing values and eliminate the 
unwanted characteristics. To encode the categorical variables the Scikit-learn Label Encoder 
is utilized, which includes different attack types, converting the text labels into the numerical 
values which can be processed by machine learning techniques. To enhance thee performance 
and accuracy of the models and to put numerical features on a common scale, the technique 
used are standardization or normalizing to scale the features. 
Feature selection is a process of choosing the most appropriate characteristics from the 
dataset and it is very crucial for improving the models performance. To evaluate each 
feature’s importance mutual information is utilized in this research. By mutual information 
we can determine the quantity of information obtained about one variable via another 
variable. Depending on this, a certain percentile of the top features with the highest mutual 
information scores is chosen using the select percentile method.  This focuses on the most 
informative features which helps to improve the efficiency and accuracy of machine learning 
models by reducing the size of dataset and removing the redundant features. 

 
Figure 3:  Correlation Matrix using Heatmap. 
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The above Heat Map shows a correlation matrix of the UNSW-NB15 datasets features.  
The correlation coefficient between two features is displayed using a certain range of values 
from -1 to 1. If the value is 1, it is a positive connection, that states when one feature is 
raised the other is also likely to be raised and if the value is -1, it is a negative connection, 
which states when one feature rises the other falls. If the value is 0, it is said as no 
correlation. Hence, the heat map makes its easier to find connection between different 
features which is very useful for feature selection and understanding the structure of the 
dataset. 

5.5 Modelling 
The Modelling stage is important stage in which we test and train the datasets. In the 
modelling stage, the pre-processed and balanced dataset was used to train the different 
machine learning models to accurately detect network intrusion. The ensemble learning 
methods such as Gradient boosting, XGboost and adaboost which are used because they 
enhance the overall performance by combining the advantages of different base models. This 
approach will increase the accuracy, decrease overfitting produce predictions what are strong. 
In my last model, the stacking classifier from mlxtend package is used for creating the 
hybrid ensemble model, which will improve the detection rate. In my hybrid model, 
gradient boosting is my meta-classifier, which is trained to improve the combined predictions 
when combined with other predictions made from the base classifier, AdaBoost and 
XGBoost. The overall accuracy and resilience of intrusion detection system is raised by using 
this stacking technique, by utilizing the advantages of each base models. To ensure the 
accurate evaluation of my model’s performance I have determined it by using different 
measures such as accuracy, precision, recall, F1-score and confusion matrix. 
 

6 Evaluation 
In this section the overall output of my proposed Machine Learning models will be covered. The 
outcomes from each model will be compared by using accuracy, classification report and 
confusion matrix. The model’s findings are displayed below as they are implemented, and their 
efficacy is examined. The Hybrid Ensemble model is the novel model which gave the best results 
for network intrusion detection.  
 

Models Test Accuracy Precision Recall F1-Score 
AdaBoost 49.55% 54% 50% 48% 
XGBoost 81.53% 82% 79% 81% 

Gradient Boosting 74.01% 75% 74% 74% 
Hybrid Ensemble/Stacking 

Classifier 
88.59% 90% 89% 89% 

Table 3:  Results of Machine Learning Models 
For better understanding of all the results, the different attack categories and its count which are 
visualized throughout the network intrusion detection are categorised below. 
 

Class Types of Attack (UNSW-NB15 dataset) Count 
Class 0 Normal 37000 
Class 1 Generic 18871 
Class 2 Exploits 11132 
Class 3 Fuzzers 6062 
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Class 4 DoS 4089 
Class 5 Reconnaissance 3496 
Class 6 Backdoor 583 
Class 7 Shellcode 378 
Class 8 Worms 44 

Table 4:  Class of UNSW-NB15 dataset 

6.1 Case Study 1: AdaBoost Classifier 
Accuracy for AdaBoost classifier in detecting the different attacks is 49.56%. 
 
Confusion Matrix 
The image below is showing the confusion matrix for AdaBoost classifier. The highlighted 
diagonal boxes are indicating the True positive (TP) values, which indicates a good 
correlation between the actual samples and predicated samples of AdaBoost trained machine 
learning model. 32,836 were classified correctly of the 66,600 samples, while 33,764 were 
incorrectly classified. 
 
Classification Report 
The below figure will display the detection score for precision, recall, f1 score for AdaBoost 
classifier. 

 
Figure 4:  Confusion Matrix and Classification Report of AdaBoost 

6.2  Case Study 2: XGBoost Classifier 
Accuracy for XGBoost classifier in detecting the different attacks is 81.53%. 
 
Confusion Matrix 
The image below is showing the confusion matrix for XGBoost classifier. The highlighted 
diagonal boxes are indicating the true positive (TP) values, which indicates a good correlation 
between the actual samples and predicated samples of XGBoost model. 54,201 were 
classified correctly of the 66,600 samples, while 12,399 were incorrectly classified. 
 
Classification Report 
The below figure will display the detection score for precision, recall, f1 score for XGBoost 
classifier. 
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Figure 5:  Confusion Matrix and Classification Report of XGBoost 

6.3 Case Study 3: Gradient Boosting  
Accuracy for Gradient boosting in detecting the different attacks is 74.01%. 
 
Confusion Matrix 
The image below is showing the confusion matrix for Gradient Boosting. The highlighted 
diagonal boxes are indicating the true positive (TP) values, which indicates a good correlation 
between the actual samples and predicated samples of Gradient Boosting Model. 49,906 were 
classified correctly of the 66,600 samples, while 16,694 were incorrectly classified. 
 
Classification Report 
The below figure will display the detection score for precision, recall, f1 score for Gradient 
Boosting. 

 

Figure 6:  Confusion Matrix and Classification Report of Gradient Boosting 

6.4 Case Study 4: Hybrid Ensemble Model/ Stacking Classifier 
Accuracy for Stacking Classifier/Hybrid Ensemble Model in detecting the different attacks is 
88.59%. 
 
Confusion Matrix 
The image below is showing the confusion matrix for Stacking Classifier/Hybrid Ensemble 
Model. The highlighted diagonal boxes are indicating the true positive (TP) values, which 
indicates a good correlation between the actual samples and predicated samples of Stacking 
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Classifier Model. 59,052 were classified correctly of the 66,600 samples, while 7,548 were 
incorrectly classified. 
 
Classification Report 
The below figure will display the detection score for precision, recall, f1 score for Hybrid 
Ensemble Model/Stacking Classifier. 

  
Figure 7:  Confusion Matrix and Classification Report of Hybrid Model 

6.5 Discussion 
In my research project, the Hybrid Ensemble Model scored the greatest accuracy of 88.59% 
among the tested models. This proved the advantages of ensemble model in managing 
imbalanced and complex datasets. The important understanding of identifying intrusions is 
obtained from this research project in which I have utilized a variety of ensemble learning 
models such as Gradient Boosting, AdaBoost, XGBoost and Stacking classifier which was 
the future work in few referenced papers. The limitations found while researching on 
different models are that the AdaBoost model had difficulty to handle the complexity even 
when I have used over sampling technique (SMOTE) to balance the dataset. The 
comprehensive approach to error reduction was offered by the Gradient Boosting Model but 
was lagged below XGboost. It needs few areas to be improved such as Hyperparameter 
tuning. XGBoost was the strongest amongst them showing a good accuracy. It was able to 
handle the classes and big datasets. 
In my Hybrid Ensemble Model, the model misclassified 7,548 samples out of 66,600 which 
indicates that there is potential of improvement. After researching more to address this issue I 
was able to find that the Analysis class in the dataset was misleading the model, due to which 
it was impacting the overall performance. After removing that class the performance was 
slightly increased from 81% to 88%. I also found that adding more pre-processing stages, 
including sophisticated feature selection or extraction method can help me in improving my 
models performance. I tried using imbalanced dataset without using SMOTE technique, 
which gave me a good accuracy for all my models. In future improvement can be made by 
using deep learning techniques or any other ensemble technique. Even though the balanced 
data increases reliability, this shows that even in lack of data balancing the model still have 
potential. To guarantee generalizability stronger cross-validation procedures should be used 
even if the tests showed that ensemble technique is beneficial. As the depth of contextual 
evaluation is limited because of less research study available for direct assessment and 
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comparison. The findings show the effectiveness of ensemble learning in intrusion detection 
and highlights the need for improvement. In the future research I should concentrate on 
optimizing model’s parameters, investigating hybrid combinations with more advanced 
methods and testing results across a variety of datasets. 
 

7 Conclusion and Future Work 
The objective of this research project was to investigate the modern methods for network 
intrusion detection to develop a hybrid ensemble model using machine learning models. The 
research question of this study was how to identify network intrusions in flow-based data be 
improved by the combination of ensemble methods using oversampling technique. To answer 
the research question different machine learning algorithms were trained and evaluated on the 
UNSW-NB15 dataset using SMOTE oversampling technique to balance the data. In this 
study I implemented four algorithms they are Gradient Boosting, AdaBoost, XGBoost and 
Stacking Classifier/Hybrid Ensemble model. To identify the appropriate approach, a thorough 
analysis of every model’s performance was conducted in this work.  
The study showed that in comparison to individual models such as AdaBoost, XGboost and 
Gradient Boosting models, the hybrid ensemble model has greatly enhanced the detection of 
different attacks. The model gave an accuracy score of 88.59% and was able to identify 
different types of network attacks. The Gradient Boosting gave accuracy of 74.01% gave a 
balanced approach to error reduction. AdaBoost Algorithm gave 49.55% demonstrating a 
modest level of accuracy. The XGBoost gave a remarkable accuracy of 81.53% which 
demonstrated its usefulness for big and balanced datasets. This emphasize how crucial 
ensemble learning are for raising the precision and resilience.  
Using SMOTE to balance the dataset the models performance was enhance. Even after 
achieving a good score the hybrid ensemble model failed to classify few samples correctly. 
These tells that it needs few improvements using different enhanced machine learning and 
ensemble learning methods. In future research I might concentrate on combining deep 
learning methods with ensemble model. Results from different dataset validation will add a 
contribution to establish a wider application. To improve the real time detection method, it 
may require an adaptive model that will always learn from fresh data. In the further 
investigation it might concentrate on optimizing model parameters, conduct tests in real 
world situations and investigate novel hybrid configurations to evaluate the performance.  
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