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1 Introduction 
 
The document outlines the steps required to successfully execute the project. The project has 
been developed on an online cloud platform for executing “python” language codes, with the 
help of necessary python packages and libraries. 
 
2 Experimental Setup 

2.1 System Configuration 
 
Hardware Used in this 
Experiment 

Version Purpose  

Acer Aspire A315-41 
Processor: AMD64 Family 
23 Model 17 Stepping 0 
AuthenticAMD ~2000 Mhz 
Total Physical Memory:     
3,485 MB 
Available Physical 
Memory: 240 MB 
Virtual Memory: Max Size:  
10,831 MB 
Virtual Memory: 
Available: 4,022 MB 
 

OS Name:   Microsoft 
Windows 10 Home Single 
Language 
OS Version: 10.0.19045 N/A 
Build 19045 
 

Workstation 

 
2.2 Software Used in this Experiment 
Google colab has been used due to its easy accessibility, pre-installed packages and the ease 
of running python codes. Since Machine learning algorithms have been developed, a number 
of libraries were imported such as:  
Packages 

• Random (Built-in) 
• Shutil (Built-in) 
• Numpy 1.26.4 
• cv2 4.10.0 
• tensorflow 2.17.0 
• sklearn 1.3.2 
• Keras 2.12.0 
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2.2.1 The developer needs a Google account and a browser to access the online 
“Jupyter” notebook environment. Running the code requires opening the 
notebook and clicking on the “run” or “play” button associated with each cells. 

 
 

 

2.3 Dataset 
The dataset contained 2 folders, one containing normal images and the other having “adult” 
or “conspicuous” images. More than 7000 images were collected in the dataset. 

2.3.1 Steps to upload dataset into Google Collab 
Uploading the image folder file to Google Drive 
2) Mount Google Drive in Google Colab 

 
3) Extracting the images 
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3 Implementation Steps 
 
3.1 Importing necessary libraries 

 

 
3.2 Data Preparation 

The experiment involves preparing a dataset of images by extracting and organizing them 
into training, validation, and test sets. This is done to ensure the model has sufficient and 
well-organized data to learn from and evaluate its performance. 

3.3 Data Augmentation 
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Data augmentation techniques (e.g., shear, zoom, and horizontal flip) are applied to the 
training data to improve the model's robustness and generalization capabilities by artificially 
increasing the diversity of the training data. 

 

3.4 Model Building 
A Convolutional Neural Network (CNN) is built using the VGG16 architecture, which is a 
well-established pre-trained model. The VGG16 model is used as a base for feature 
extraction, with additional custom layers added to adapt it for the specific classification task. 

 

3.5 Model Training  
The model is trained on the prepared training data and evaluated on the validation set. The 
goal is to fine-tune the model to accurately classify images into the two categories while 
avoiding overfitting. 

3.6 Model Evaluation 
The model's performance is assessed using the test set. Metrics such as accuracy, loss, 
classification report, and confusion matrix are calculated to evaluate how well the model 
performs in classifying images. 

 

3.7 Visualization  
Accuracy and loss curves are plotted to visualize the training process and to understand how 
the model's performance evolves over epochs. 
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