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1 Introduction 
 

This configuration manual includes technical details of setup and requirements of the 

proposed model. These details include programming codes used for the implementation of 

models, technical specifications of software installed for this research purpose. 

 

2 System Specification and Configuration 
 

Mainly two types of machine learning techniques were used for this research. They require 

intense computational power with high-end personal computer. The process includes from 

dataset processing to generating classification reports such as accuracy, precision, and recall. 

For this purpose, a high-end gaming laptop with a powerful GPU is used. Additionally, a 

Brain Computer Interface Device is also used to collect real-time EEG data to implement the 

model in real-time. 

 

Hardware Specification: 

• Laptop: Asus TUF A15 Gaming. 

• CPU: AMD Ryzen 7 4800H with Radeaon Graphics. 

• External GPU: Nvidea RTX 3050 with 4GB RAM. 

• Hard drive: 1TB SSD storage. 

 

BCI Device Specifications: 

• Brand and model name: Macrotellect Brainlink Lite v2.0. 

• Abilities: They can be used to record basic brain signal spikes, such as the spikes 

during eye blink, eye movements, and eyebrow movements. 

• Other specifications: This BCI device consists of three electrodes to capture the 

EEG signals from the brain. It then transferred to an external devices, such as a 

computer or a mobile phone via Bluetooth technology. 

 

The proposed model is dependent on various software, tools, and libraries., which can be 

helpful in configuring the model solution. They are given below. 

 

Software Specifications: 

• Operating System: Microsoft Windows 11 x64 Home Edition 

• Python version: Python 3.12 64-Bit 

• IDE: Anaconda Navigator with Jupyter Notebook. 
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• Software for EEG recording: EEG recorder (Android) 

 

Libraries used for the proposed model: 

• Numpy and Panda: Used for extracting and preprocessing data. 

• Keras Framework: This framework is used in neural network algorithms to anlyse 

data and its implementation. 

• Scikit-learn (Sklearn): This library is used for classification and modelling of 

datasets. 

• Matplotlib: This library is used for data visualization. 

• TensorFlow: This library is used for building and training deep learning models. 

 

 

3 Implementation of the Proposed Model 
 

After installing necessary software and tools in the system, all important libraries were 

imported to the jupyter notebbok. 

 

Figure 1 Libraries 

After importing these libraries, the EEG datasets are fetched from the system. There are two 

types of datasets for the proposed model they are: the dataset recorded using a BCI device, 

and a complex dataset collected from Kaggle. These two datasets will be called in the python 

environment for training and testing. The real-time dataset contains limited features with 

fewer values, but the second dataset is complex and raw. 

 

Figure 2 Recorded dataset 
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Figure 3 Collected dataset 

After fetching the datasets, the next step is to apply various preprocessing techniques to 

remove unwanted values or attributes. 

 

Figure 4 Data pre-processing 

Before preprocessing, missing values were checked to understand the completeness of the 

dataset. The missing values were then removed to ensure the dataset is ready and complete 

for analysis. Applied standardization and normalization techniques, which is used to 

transform features to have a mean of 0 and standard deviation of 1. Numerical columns were 

identified and applied the standardization. 



4 
 

 

 

Figure 5 Noise-based attack simulation 

After pre-processing the data, synthetic data were generated by introducing anomalies. 

Random spikes or values were generated using the spike attack method. Then the generated 

data frame is mixed with existing dataset. 

 

For feature extraction, two types of feature engineering techniques were used, manual feature 

engineering and automated feature extraction using PCA. 

 

Figure 6 Feature extraction 

Using this method, three features including sum, mean, and standard deviation were created. 

Additionally, by applying automated techniques, PCA is used to reduce the dimensionality of 

data. 

 

After selecting appropriate features, these features were separated from target variable from 

the dataset. 
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 Figure 7 Feature seperation from target variable 

Additionally, class imbalance was handled with Random Oversampling by initializing the 

instances of the ‘RandomOverSampler’.  

 

The dataset is then divided into training and test sets.  

 

Figure 8 Training and testing dataset 

The training set (‘X_train’, ‘y_train) is used to train the model. Model evaluation set 

(‘X_test’, ‘y_test’) is used to evalute the performance of the model. 

 

After training the datasets, the normalziation is applied to normalize features of training and 

test datasets using ‘StandardScaler’. 

 

Figure 9 Normalization of training and testing datasets 

At first the scaler is fitted on the training data and then transformed both training and testing 

datasets. 

 

Later, the Isolation Forest algorithm was implemented with these datasets for detecting the 

anomalies. 
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Figure 10 Isolation Forest algorithm 

 

At first, an instance of the Isolation Forest model is created with specified contamination and 

random state parameters. The model is then trained using the training dataset to learn 

characteristics of normal and anomalous data. 

 

After implementation of the Isolation Forest Model, Convolutional Neural Network Model is 

tested with both datasets. 

 

Figure 11 CNN Model 

At first, the dataset is reshaped into 2D arrays to perform the algorithm. Then a sequential 

model is defined with convolutional and pooling layers and compiling those layers with 

appropriate parameters for training. The Rectified Linear Unit (ReLU) activation function 

introduces non-linearity into the model. It allows the model to learn complex patterns. 

 

The model is then trained using the KerasAPI. 

 

Figure 12 Training CNN model 

This model specifies the number of epochs, batch size, and validation split to ensure that the 

model learns effectively while being evaluated for its ability to find hidden pattern and data. 

 

After training the dataset, the model is evaluated and generated predictions for the dataset. 
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Figure 13 Evaluation and Prediction 

The first method is to evaluate the performance of the trained model on the test dataset. The 

prediction method finds probabilities for each sample in class 0 and class 1 are classified as 

normal or anomaly. 

 

Finally, the results are evaluated using classification report and confusion matrix. 

 

Figure 14 Classification Report and Confusion Matrix 

 

After successfully training the datasets with CNN model, Tesor-Based Data Representation is 

implemented. 

 

Figure 15 Tensor Creation 

The first step of the implementation is to create a 3D tensor using TensorFlow.  
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After creating the 3D tensor, a function is applied to check if there are any NaN values in a 

TesnorFlow tensor. 

 

Figure 16 Checking for NaN values in the tensor 

 The next function is to retrieve and display the data type of the tensor. It is important for 

understanding the nature of the data and to ensure the compatibility with TensorFlow 

operations.  

 

The converted tensor data is then encrypted using AES encryption. 

 

Figure 17 Data encryption 

 

After encrypting the tensor, three types of cipher attacks were employed to verify the 

effectiveness of the model. 
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Figure 18 Ciphertext-only attack 

 

 

Figure 19 Known-plaintext attack 

 

 

Figure 20 Chosen-plaintext attack 

 

 


