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1 Configuring AWS Cloud for Kubernetes Deployments

Configuring Secondary IP to EC2 instance
1) Create a new network interface on the EC2 Console under the Networking and

Security section with same security group and VPC as that of EC2 instance

2) Attach the elastic ip to the instance
3) Attach the network interface to the instance by selecting the instance and going to

Actions and then Networking and Attach Network Interface
Create a VPC with the 70.0.0.0/16 CIDR:
g!_":s Services v  Resource Groups v P Ec2 RDS sl 83 w» vec

VPCs > Create VPC

A VPC is an isolated portion of the AWS cloud populated by AWS objects, such as Amazon EC2 instances. You must spec
block larger than /16. You can optionally associate an Amazon-provided IPv6 CIDR block with the VPC

Nametag k8s-cluster-vpc (1)

IPv4 CIDR block* 10.0.0.0/16 (]

IPv6 CIDR block ® No IPv6 CIDR Block
Amazon provided IPv6 CIDR block

Tenancy Default - O

* Required
Add the tag which will have the name value as kubernetes.io/cluster/kubernetes with the
owned value which will be helpful for the autodiscovery while setting up anything related to
the Kubernetes Stack


http://kubernetes.io/cluster/kubernetes

Add/Edit Tags

Apply tags to your resources 1o help organize and identify them.

A tag consists of a case-sensitive key-value pair. For example, you could define a tag with
key = Name and value = Webserver. Learn more about tagging your Amazon EC2 resources.

Value

| |k85—c|ustel-vpc o Show Column

Jubernetes.io/cluster/kubemet  jowned (%]

Create Tag Cancel m

The DNS Hostname needs to be activated:

VPC Dashboard =~ Create VPC Actions v
..

Filter by VPC:

Q VPC ID : vpc-00881455e7f607dd7 Add filter
Q Select a VPC

[ ] Name ~ VPCID « State =~ IPv4(
Virtual Private

Cloud
I Your VPCs

5e7f607dd7 available  10.0.0

Subnets

Edit DHC
Edit DN

Route Tables
Internet Gateways Flow Logs Tags

Egress Only Internet

Gateways

Add/Edit Tags
DHCP Options Sets
Elastic IPs Key

A new subnet will also be made in the process

Create subnet

Specify your subnet's IP address block in CIDR format; for example, 10.0.0.0/24. IPv4 block sizes must be between a /16 netmask and /28 netmask, an

Name tag  kBs-cluster-net (i}
VPC* | vpc-00881455e7f607dd7 - O
VPCCIDRs R Status
10.0.00/16 associated
Availability Zone  eu-west-3a - O
IPv4 CIDR block*  10.0.0.0/24 [i]

* Required



Public IPs will be enabled for the instances that will be present in this Subnet

VPC Dashboard Actions v
4

Filter by VPC:

Q Subnet ID : subnet-05253c2474384b21a add filter
Q, Select a VPC

@ Name ~ Subnet ID ~ State ~ VPC
Virtual Private

Clou vpc-00881455e7f607dc
L10oud

B kBs-cluster-... subnet- Delete subnet

Create flow log

Your VPCs

™

Subnets

Route Tables Edit network ACL association

Edit route table association
Internet Gateways Share subnet
Egress Only Internet Add/Edit Tags

Gateways

DHCP Options Sets

Elastic IPs

The tags created early on will be added which is kubernetes.io/cluster/kubernetes with value
owned

Add/Edit Tags x

Apply tags to your resources to help organize and identify them

Atag consists of a case-sensitive key-value pair. For example, you could define a tag with
key = Name and value = Webserver, Leam more about tagging your Amazon EC2 resources

Key Value
Mame kBs-clusternal a- Show Column
hubenmiea.iofclusterfhubemet [uwned (]

Create Tag Cancel m

An internet gateway will also be created which will be attached to the subnet for providing
external internet access

Services v Resource Groups ~ ¥ 3/ 83 Route 53 -4 CloudFormation » CloudFront % CloudWatch

Internet gateways > Create internet gateway

Create internet gateway

An internet gateway is a virtual router that connects a VPC to the internet. To create a new internet gateway specify the name for the gateway below.

Name tag ‘ kBs-cluster-igw [i]

* Required Cancel

The same tags will be added again



http://kubernetes.io/cluster/kubernetes

Add/Edit Tags x

Apply tags to your resources to help organize and identify them.

A tag consists of a case-sensitive key-value pair. For example, you could define a tag with
key = Name and value = Webserver. Leamn more about tagging your Amazon EC2 resources.

Key Value
Mame k8s-cluster-igw @ ashow Column
kubernetes.io/cluster/kubernet |owned Q

Create Tag Cancel m

The gateway created above will be attached to the VPC

Services ~ Resource Grou . Route 53 CloudFormation CloudFront % CloudWatch

VPC Dashboard = Actions v
1

Filter by VPC
Q| ID:igw-0012fd40bf6839ad2 | Add filter
Q selecta VPC
@ Name ~ 1D ~ State VvPC ~ | Owner z
Virtual Private
Clou B kesclusteri..  igw-0012iciNRR - ]
Your VPCs Internet gateway: igw-0012fd40bf6
Subnets Add/Edit Tags

Route Tables Description Tags

Internet Gateways

Egress Only Internet Add/Edit Tags

Gateways

DHCP Options Sets Ry Value

Elastic IPs Name kBs-cluster-igw
Endpoints kubernetes.io/cluster/kubemetes owned

After creating the gateway a route table will be created for the flow of the traffic

Route Tables > Create route table

Create route table

Aroute table specifies how packets are forwarded between the subnets within your VPC, the internet, and your VPN connection.

Name tag = k8s-cluster-rtb i}

VPC* | ypc-00881455¢71607dd7 -~ C o
* Required

Those tags will be added here as well



Add/Edit Tags »x

Apply tags to your resources to help organize and identify them.

Atag consists of a case-sensitive key-value pair. For example, you could define a tag with
key = Name and value = Webserver. Leamn more about tagging your Amazon ECZ resources

Key Value

k8s-cluster-rib

Name € Show Column

fownea o

cancer (D)

[kubemeles.imfdumenfkubemel

Create Tag

A new route will be added which will have a destination 0.0.0.0/0 that means any system can
connect to the cluster

Route Tables > Edit routes

Edit routes

Destination Target Status Propagated
10.0.0.0/16 local active No

0.0.0.0/0 - igw-0012fd40bf683%ad2 - No [x]
Add route

Editing the subnet association will help to attach the route table to this and the subnet created

earlier is chosen

aws

source Groups

VPC Dashboard

: o
4

Filter by VPC:
Qe - ), Routs Table ID : rib-0f886fe39e6ccef7e
elect a VP
@ Name ~ Route Table ID Explicitly Associated with Main VPC ID
tu
c a pocef7c No vpc-00881455e71607dd7 |...
Your VPCs Route T
Subnets
Route Tables Sun Subnet Route Tags

Internet Gateways

Edit routes
Egress Only Internet
Gateways

View Al routes

DHCP Options Sets
Elastic IPs Destination
Endpoints 10.0.0.0/16
Endpoint Services

0.0.0.0/0

P S

Route Tables > Edit subnet associations
Edit subnet associations
Route table rtb-0f886fe39ebccef7c (kBs-cluster-tb)

Associated subnets  subnet-05253c2474384b21a

Q Filter by attributes or search by keyword
Subnet ID

@ subnet-05253c2474384b21a | kes-cluster-net

* Required

IPv4 CIDR

10.0.0.0/24

Route 53

IPV6 CIDR

CloudFormation » CloudFront % CloudWatch

1to10f1

Current Route Table

Main

Cancel m



IAM role will be created for both master and worker nodes which will be the EC2 instances.
In order to do so we go to the IAM and then Policies and then click on create Policies also
cloud-provider-aws option would be there to generate the policies

jce Groups v D Ec2 RDS s3 L vec | Route53 CloudFormation 5 CloudFront B CloudWatch 7Y I A

Create policy 1 t

Review policy

Name* ‘ kBs-cluster-iam-master-policy

Use alphanumeric and ‘+=,@- characters. Maximum 128 characters.
Description
Maximurm 1000 charactes phanumeri 15
Summary
Filter
Service ~ Access level Rescurce [
Allow (6 of 189 services) Show remaining 183
EC2 Limited: List, Write, Tagging All resources None
EC2 Auto Scaling Full: Read Limited: List All resources None
ELB Full: List Limited: Read, Write, Tagging All resources None
ELBv2 Limited: Read, Write, Tagging All resources None
1AM Limited: Write All resources None
KMS Limited: Read All resources None

* Required Cancel Previous Create policy|

In the roles section a new role will be created for the EC2 instance

{-'; VPC ‘! Route 53 . CloudFormation 71': CloudFront

Select type of trusted entity

.“i AWS service @ Another AWS account @ Web?demity _ @ SAML 2.0 federation

Allows AWS services to perform actions on your behalf. Learn more

Choose the service that will use this role

EC2
Allows EC2 instances to call AWS services on your behalf

In the permissions tab we will find the policy created earlier and attach the same.

Create role 1 o 3 4
~ Attach permissions policies

Choose one or more policies to attach to your new role

Create policy o
Filter policies v Q k8s-clus Showing 1 result
Policy name « Used as Description
v » k8s-cluster-iam-master-policy

IAM Worker position
Likewise, develop an additional policy for worker nodes.
Save it under the name you choose, k8s-cluster-iam-worker-policy.
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Utilising EC2

Using your VPC, create an EC2 with the t2.medium type (minimum type since Kubernetes
master requires at least 2 CPU cores), and set the [AM role to k8s-cluster-iam-master-role.

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 3: Configure Instance Details

Configure the instance to suit your requirements. You can launch multiple instances from the same AMI, request Spot instances to take advantage of the |

Number of instances () 1 Launch into Auto Scaling Group ()
Purchasing option (i) —J Request Spot instances
Network (i) |ypc-00881455e7f607dd7 | kBs-cluster-vpc ] C Createnew VPC
Subnet (i | subnet-05253c2474384b21a | k8s-cluster-net | eu-we ¥ | Create new subnet

251 IP Addresses available

Auto-assign PublicIP  (j) | Use subnet setting (Enable) S |
Placement group (i) Add instance to placement group
Capacity Reservation (i Open "I C Create new Capacity Reservation

IAMrole (i) | kgs-cluster-iam-master-role ] C Create new IAM role
Shutdown behavior (j | Stop v
Enable termination protection (i) Protect against accidental termination
Monitoring (i | Enable CloudWatch detailed monitoring

Additional charges apply.

Tenancy (i) | Shared - Run a shared hardware instance v
Additional charges will apply for dedicated tenancy

T2/T3 Unlimited (i) Enable
Additional charges may apply

Security group will be created with the following tags

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 6: Configure Security Group
A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example, if you want to set up a web server and all
HTTP and HTTPS ports. You can create a new security group or select from an existing one below. Learn more about Amazon EC2 security groups.

Assign a security group: ‘®Create a new security group

Select an existing security group

Security group name: k8s-cluster-sg
Description: kBs-cluster-sg
Type (i Protocol (i) Port Range (i Source (i)
All traffic ] All 0- 65535 Anywhere | (0.0.0.0/0,:/0
Add Rule
A Warninn k

Use the k8s-cluster-iam-worker-role to create a Worker Node in the same manner as the
Master is spinning up.

The master node must be deployed using these commands.(Note that you must execute these
commands as the root.



Kubeadm join command

kubeadm token create --print-join-command

Note down the credentials of the join command and add them in the commands for the
worker nodes

Commands Required to deploy the worker node using the Kubeadm method.(Please note that
these commands

must be run as the root user)

To setup Ingress on Kubernetes

Apply this command to the kubernetes cluster

kubectl apply -f
https://raw.githubusercontent.com/kubernetes/ingress-nginx/controller-v1.1.1/deploy/static/pr
ovider/aws/deploy.yaml

Default Install of Cert-Manager
kubectl apply -f
https://github.com/cert-manager/cert-manager/releases/download/v1.7.1/cert-manager.yaml

2 Testing the websites using Python and JMeter

The first testing is done using JMeter, For that we will be installing JMeter in our local system.
JMeter is available online which we download and install.

Once installed, we will configure the JMeter to perform the tests accordingly.

For that first we have to create a thread group. In order to do so we have to do the following
steps:

1) Launch the JMeter window.

2) The window is split into two sections: the right side has all of the element configurations, and

the left side has the additional elements.
3) Save the test plan with a new name.
4) After performing a right-click on the test plan, select Thread(Users) and then Thread(Groups).

Once we click on the thread group there are three things that needs to be configured before starting the
test:
1) The number of threads or users the tool will stimulate, in our case we will set it to 300 users
2) Ramp up period which will ensure the time gap in seconds for each thread in our case we will
be doing it after every 10 seconds
3) Loop count means how many times the tests will be executed and this will be 3 in our case

The next step would be adding an HTTP Requests Default which will send multiple HTTP/HTTPS
requests to the users, and this can be done by following these steps:
1. On the Threads Group, do a right-click.
2. After selecting the add config element, select HTTP Request Defaults.
3. Enter the server name or IP address that you wish to test in the window that pops up.
4. The next action item is to add an HTTP Cookie Manager. To do this, right-click on the add
element, then select the config element, and finally choose HTTP Cookie Manager.

In order to try the concurrent requests on each directory of the website, we can add a HTTP Request
Sampler by following these steps:

Under the HTTP Request gives the path that the user will request. In our case we will add /, /api,
/robots.txt, /admin.php and some other directories to test out the race condition.

Then the test plan is saved and run.


https://github.com/cert-manager/cert-manager/releases/download/v1.7.1/cert-manager.yaml

In order to prevent the race condition that happened, certain changes are done in the ingress and
deployment .yaml parameters of the website which in this case was travstack.tech. The parameter
changes are mentioned below:

Updated parameters for deployment.yaml. This will create 3 more containers with a given memory
and cpu configuration which will help the pod or the virtual system to handle more requests efficiently

replicas: 3

resources:
limits:
memory: “200Mi”
cpu: “700M1”
Requests:
memory: “200Mi”
cpu: “700Mi”

Once changes are done type the command, kubectl apply -f deployment.yaml

For the ingress, we will add the following parameter to the file:
nginx.ingress.kubernetes.io/limit-rps: “10” and then we use the command kubectl apply -f
ingress.yaml

Also another thing will be added in the directory as an additional protection we will configure
a rate limiting policy which will be protecting the entire namespace in which the website is
operating, this will be done as follows:

apiVersion: specs.ami.nginx.com/valpha2
kind: RateLimit
metadata:
name: ratelimit-v1
namespace: website
spec:
destination:
kind: Service
name: newservice
namespace: website
sources:

- kind: Deployment
name: travstack
namespace: website

name: 40rm
rate: 40r/m

Save this as ratelimit.yaml and use the command kubectl apply -f ratelimit.yaml
So this is one of the ways to prevent the race conditions that can lead to the DoS attack

Testing using Python Scripts and adding protection mechanisms by changing the logic
of the code


http://nginx.ingress.kubernetes.io/limit-rps
http://specs.ami.nginx.com/valpha2

Now apart from testing the website of the travel organisation, we will also test another website first
which is a simple shopping website which is deployed on docker.
The docker image can be started as follows:

1) cd faster shop

2) docker build . -t local/faster shop

3) docker run —it —rm -p 1002:1002 local/faster shop
Now we will try to perform the attack manually by modifying the requests going through. We will be
intercepting the requests via BurpSuite. In order to configure BurpSuite with firefox browser we need
to do the following steps:

1) Go to settings

2) Scroll down and look for Network Settings.

3) In the network settings select the Manual Proxy Settings and the IP Address and Port 8080
Once we perform the buy and sell requests we can see it in the burpsuite window. We will write a
script in python which will buy one milk and sell N number of milk. The logic of the code can be
something like this:
import threading
import time
class Buyer(threading. Thread):

def run(self):
while True:

print("Buying milk...")

buy(token, "1")

time.sleep(500)
class Seller(threading. Thread):

def run(self):
while True:

Some code that find the id

id=1

sell(token, id)

We will be adding this snippet to a bigger aspect of the code and save it as racecondition.py and then
execute it by the command python3 raceondition.py
And in this case we will fix the sell endpoint alongside the buy endpoint and we will do this by
ensuring the following logic steps are implemented

1) Check if you are logged in

2) Check if the purchase exists

3) Delete the item

4) Update the balance
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