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1 Introduction 
 

This document provides detailed information regarding the system specifications, software, 

and hardware used for the implementation of the research project "Leveraging Advanced 

Machine Learning Ensembles for Enhanced IoT Security." It outlines the steps involved in data 

preprocessing, model construction, evaluation, and deployment on cloud platforms. 

 

2 System Configuration  

2.1 Software Specification 

- Operating System: Windows 10/11, Ubuntu (via WSL for Linux compatibility) 

- Development Environment: Jupyter Notebook, Google Colab, Visual Studio Code 

- Programming Language: Python 3.8+ 

- Key Libraries: 

- Scikit-Learn: For machine learning model implementation, including Logistic Regression, 

Decision Tree, and Stacking Ensemble. 

- LightGBM: For implementing the gradient boosting decision tree model. 

- Pandas & NumPy: For data manipulation and numerical computations. 

- Imbalanced-learn (SMOTE): For handling class imbalance in datasets. 

- Matplotlib & Seaborn: For data visualization and plotting model evaluation metrics. 

- AWS SDK for Python (Boto3): For interacting with AWS services like S3 and Lambda. 

- Joblib: For model serialization and deserialization. 

- Keras: For deep learning model implementation. 

 

2.2 Hardware Specification 

 

- Processor: Intel Core i5 or higher 

- RAM: 8 GB or higher 

- Storage: 256 GB SSD or higher 

- GPU: Optional (recommended for deep learning models) 

 

 

3 Environment Setup 
 

3.1 Installation Instructions 

 

Install Python 3.8+:  Download and install Python from the official Python website.  

https://www.python.org/downloads/
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Install Jupyter Notebook and Required Libraries: 

Figure 1- library installation 

 

pip install jupyterlab scikit-learn lightgbm pandas numpy matplotlib seaborn imbalanced-learn 

boto3 joblib keras 

 

Set Up AWS CLI: Configure AWS CLI with your credentials 

aws configure 

Install and Configure WSL (if using Windows for Linux compatibility): 

• Follow the instructions on the Microsoft WSL documentation page. 

 

3.2 Environment Variables 

• AWS_ACCESS_KEY_ID: Your AWS access key. 
• AWS_SECRET_ACCESS_KEY: Your AWS secret access key. 
• S3_BUCKET_NAME: Name of your S3 bucket for storing models. 

 
 

4 Data processing  

4.1 Dataset Acquisition 

• Dataset: BoT-IoT Dataset 
• Source: Kaggle BoT-IoT Dataset 
 
 

4.2 Data Preprocessing 

 
1. Loading Data: Load the dataset using Pandas. 

 

Figure 2- Load data 

2. Handling Missing Values: Perform imputation or deletion of missing values. 
3. Categorical Data Encoding: Convert categorical features to numerical values using 

LabelEncoder. 

https://docs.microsoft.com/en-us/windows/wsl/install
https://www.kaggle.com/datasets/azalhowaide/iot-dataset-for-intrusion-detection-systems-ids
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Figure 3- Label Encoder 

4. Outlier Detection: Apply the Z-Score method to detect and remove outliers. 
 
 

 

Figure 4- Outlier detection 

 
5. Class Imbalance Treatment: Use SMOTE to create synthetic samples for minority 

classes. 
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Figure 5 -SMOTE 

 

5 Model Implementation  
 

You can import all the libraries at the start of the notebook so that you don’t have to import 

them again and again, it will reduce the run time  

 

 

Figure 6 -Libraries import 

 

5.1 Logistic Regression 

1. Import necessary libraries. 

2. Load the preprocessed dataset. 

3. Define and Train the Logistic Regression model. 
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Figure 7- Logistic Regression 

4. Evaluate the model using accuracy, precision, recall, and F1 score. 

5.2 Decision Tree 

1. Import necessary libraries. 

2. Load the preprocessed dataset. 

3. Define the Decision Tree model with hyperparameter tuning using GridSearchCV. 

 

Figure 8- Decision Tree 

4. Train the model and evaluate its performance. 

5.3 LightGBM 

1. Import necessary libraries. 

2. Load the preprocessed dataset. 

3. Define the LightGBM model with appropriate hyperparameters. 
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Figure 9- LightGBM 

4. Train and evaluate the model. 

5.4 Stacking Ensemble 

1. Import necessary libraries. 

2. Load the preprocessed dataset. 

3. Define the base models (Logistic Regression, Decision Tree, LightGBM). 

4. Implement the Stacking Classifier using the base models. 

5. Train the Stacking Classifier and evaluate its performance. 
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Figure 10- Stacking Ensemble 

6. Compare the Stacking Ensemble model with individual models. 
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Figure 11- Comparison 

 

6 Model Deployment  

6.1 Model Serialization 

• Tool: Joblib 

• Process: 

1. Serialize trained models using Joblib. 

 

Figure 12- Model Serialization 

 

2. Store serialized models in Amazon S3 for deployment. 
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Figure 13- S2 Bucket 

 

6.2 Deployment on AWS 

• AWS Lambda: 

o Set up serverless functions for real-time model inference. 

 

Figure 14- AWS Lambda 

o Deploy the Logistic Regression, Decision Tree, LightGBM, and Stacking 

Ensemble models using AWS Lambda. 

• Amazon S3: 

o Store models and datasets securely with high availability. 
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Figure 15- S3 

• Amazon API Gateway: 

o Create RESTful APIs for accessing the deployed models. 

 

Figure 16- API Gateway 

 

• Amazon EC2: 

o Provision EC2 instances to handle heavy computational tasks during model 

training and inference. 
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Figure 17- EC2 

 

7 Evaluation and Results  

7.1 Performance Metrics 

• Metrics Used: Accuracy, Precision, Recall, F1 Score 

 

Figure 18- Comparison 

• Precision-Recall Curves: Plot precision-recall curves to visualize the trade-off between precision and 

recall. 
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Figure 19- Precision-Recall Curve 

7.2 Confusion Matrix 

• Confusion Matrix: Evaluate model performance using confusion matrices to analyze true positives, 

true negatives, false positives, and false negatives. 
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Figure 20- Confusion Matrix 

 

7.3 Comparative Analysis 

• Analysis: Compare the performance of the Stacking Ensemble model against individual models and 

other studies in the literature. 

 

 

Table 1-Comparative Analysis of Models Table 

 

 

 

8 Future Work and Limitations 

Model Reference Paper Accuracy Precision Recall F1 Score 

GANs for IDS 
Goodfellow et al. 

(2014) 
90% 89% 89% 89% 

SVM Ensemble 

for IoT Security 

Buczak & Guven 

(2016) 
87% 88% 85% 86% 

Deep Learning 

for IDS 

Chandola et al. 

(2009) 
92% 91% 90% 91% 

Explainable AI-

enhanced IDS 
Chen et al. (2023) 93% 92% 91% 92% 

Federated 

Learning-based 

IDS 

Zhang et al. (2019) 91% 90% 90% 90% 

Blockchain-

augmented IDS 
Ke et al. (2017) 92% 91% 90% 91% 

Our Stacking 

Classifier 
This Study 95% 94.50% 94% 94.20% 
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8.1 Future Directions 

• Explore the use of deep learning models and federated learning for IDS in IoT. 

• Investigate the applicability of blockchain and edge computing for enhancing IDS. 

8.2 Limitations 

• Resource constraints for real-time testing and deployment. 

• The need for more diverse datasets to generalize the IDS for various IoT environments. 

 


