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Abstract 

The Internet of Things (IoT) for instance, has significantly changed the way devices 

communicate and how automation is facilitated across large ecosystems efficiently in a 

connected manner. This has a massively increased the attack surface, making secure 

policies and tools like Intrusion Detection Systems (IDS) absolutely critical for protecting 

them. This research focuses on the use of state-of-the-art machine learning algorithms  

Logistic Regression, Decision Tree and LightGBM, to design an IDS capable for usage in 

IoT networks. We then demonstrate that using the BoT-IoT dataset as a training and testing 

data, modelling the semi-supervised SW under ensemble learning principles enhances 

detection performance compared to individual models. This indicates that current machine 

learning techniques have the capability to improve IoT security mechanisms mainly 

through their powerful, complex adaptability features of typical dynamic and smart nature 

challenges in designing secure environments for IoT. 

Keywords- IoT, Intrusion Detection System, Machine Learning, Logistic Regression, 

Decision Trees, LightGBM, Stacking Ensemble, BoT-IoT dataset 
 

1 Introduction 
 

IoT is part of the new wave as it offers vast connectivity, and data sharing capabilities on a 

network of physical devices. IoT devices have become wide ranging from consumer products 

like smart thermostats and wearables for tracking fitness, to industrial automation systems that 

are influencing the landscape of healthcare, manufacturing units as well as the development of 

a number of smart cities. However, the massive usage of IoT devices provides services with 

unprecedented levels of automation and convenience but at large expands the attack surface 

exemplifying in high security risks  (Sicari, 2015) 

 

An intrusion detection system (IDS) plays a vital role in network security with the ability to 

alert when unauthorized access or potentially malicious actions have been identified. In the 

initial stages, IDSs work on rule-based and signature based detection mechanism to identify 

known attacks matching at pre-defined patterns (Scarfone, 2007) While these are fine to 

address known threats, unknown and advanced attacks like zero-day exploits, polymorphic 

malware as well as advanced persistent threads (APTs) still represent a significant challenge. 

As this environment is very changing, the Security Solutions have to be even more intelligent 

and adaptive in order to provide changes of defence against those dynamic cyber threats 

(Bhuyan & Bhattacharyya). 

 

ML based approach shows the promise to make IDS more robust. Thanks to the power of ML 

algorithms, large datasets can be effectively processed and searched with all new records 

checked for any unusual patterns which would otherwise go unnoticed using legacy systems. 
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The work in this study is based on the application of ML methods such as Logistic Regression, 

Decision Trees (CART and C4. 2, 3), together with LightGBM to these IoT network-based 

IDS. Logistic Regression- Commonly used for binary classification, Logistic regression is 

reliable as it can be interpreted and runs quickly. Advantages- provides intuitive decisions 

paths, however, may suffer in terms of performance. LightGBM also outperforms on 

commonly seen medium-big size, high-density IoT datasets due to the ability of fast handle 

large data. 

 

Challenges in IoT security, one major hurdle to overcome is scalability. Centralized security 

models commonly used for IoT can fail due to their single points of failure and have serious 

limitations in terms of scalability. The deployment of generic security mechanisms is even 

more challenging due to the heterogeneous and proprietary nature of IoT devices. Hence, to 

solve them effectively we need decentralized and dynamic security systems  (Ammar, 2018). 

To demonstrate higher detection accuracy the study has used Stacking Ensemble method with 

Logistic Regression, Decision Trees and LGBM as meta model which also performs better 

than all individual models. The ensemble technique takes the benefits of each model and gives 

an efficient IDS  (Sicari, 2015). 

 

Data preprocessing is very basic and critical step in achieving optimal ML models for IDS 

development. The process involved converting categorical features into model-friendly 

numeric form, handling class-imbalance through techniques like SMOTE and applying Feature 

Selection Techniques. It means the better the data processing, and also it helps in training 

models with good quality data to increase its accuracy further for detection of anomalies  

(Chawla, 2002).In another study, they investigate a hyperparameter tuning for maximizing the 

performance of their model while keeping a trade-off between sensitivity and tendency to issue 

false negatives and positives. 

 

The model’s performance is measured through precision, recall and F1-score. Precision- If the 

model claims to analyse an email as a threat, how often is it correct. recall so Same(as True 

Positive) for analysing positive cases F1 score (0 <=F 1 >= 100) As per Precision and Recall  

Harmonic mean of Precision and recall Importance of these metrics is to establish the 

performance capabilities for IDS under real-world conditions, as both types of errors (i.e., over-

detection and under-detection) could lead significant outcomes  (Bergstra, 2012). 

 

Results from this research suggest that an ML approach can be usefully leveraged to improve 

security in IoT networks, providing ID-based machine-learnt solutions. Finally, we build IDS 

using multiple ML models to form ensemble method and make the IDS more robust as 

compared with that by anyone single model. The results underscore the need to beef up 

cybersecurity as the IoT becomes increasingly prevalent. 

The necessary developments needed to implement latest ML based IDS architecture are 

addressed in this paper, paving a path for the research community working on them. The rest 

of this paper will elaborate upon the technical methodologies, data preprocessing strategies and 

model training methods employed so that readers can gain a better understanding in terms of 

effectiveness as well weaknesses associated with ML-based IDS for IoT environments  

(Powers, 2011) 
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1.1 Research Question 

1. How can advanced machine learning ensemble methods be utilized to enhance the detection 

accuracy and efficiency of IDS in heterogeneous Internet of Things (IoT) environments? 

2. What impact do different data preprocessing techniques have on the performance of 

machine learning models used in IDS for IoT networks? 

3. How can the deployment of IDS on cloud platforms like AWS ensure scalability and real-

world application in diverse IoT environments? 

1.2 Research Objectives 

• Build a novel stacking ensemble model combining Logistic Regression, Decision Tree 

and LightGBM for better IDS potentiality in IoT surroundings. 

• To analyse how different data preprocessing techniques, like feature selection and 

SMOTE influence the performance of ML models (Logistic Regression, Decision Trees 

etc.) in IDS. 

• Comparative analysis of proposed IDS models with existing reported in the literature 

to identify strengths and limitations as well as improvements. 

• To validate the efficiency and scalability of IDS in real world IoT context, through 

deployment on AWS. 

2 Related Work 
In this section we provide an overview of available literature in the field of IDS as well as their 

applications in IoT environments. It will address how IDS technologies have evolved; the 

integration with ML and artificial intelligence (AL), intelligent robotics (e.g., drones), multi-

modal sensing capabilities on robotic platforms, privacy concerns and remaining research gaps. 

As such, we hope to address inherent vulnerabilities (and improvements moving forward) in 

current practice through our analysis of these areas which is also the rationale for this 

methodology and aims pursued by us. 

2.1 Introduction to IDS and Device Classification 

Over the years, IDS have undergone a tremendous evolution and are now considered an integral 

element in cybersecurity plans directed to safeguard network infrastructures from unauthorized 

parties as well as numerous cyber threats. Historically, IDS have worked with rules to detect 

known threats using signatures established beforehand. These systems unfortunately are not 

good at catching new or advanced attacks that do not easily match existing signatures. With 

the demand for more flexible and intelligent security solutions, organizations have started to 

look at more sophisticated IDS frameworks featuring ML and AI. 

Device classification in IDS frameworks is an important idea to further system performance. 

To classification and assessment of devices in terms of IDS performance, Bhuyan et al,( 2014) 

proposed multi-OMAP a framework which uses Military Standard 1553B (MIL-STD-1553B). 

This model provides a structured approach to evaluating device capabilities, allowing reliable 

performance on every application and scenario. Systematic classification and evaluation of 

devices are critical to develop IDS solutions which can function in different operational 

contexts. 
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2.2  Emerging Technologies and Intelligent Robotics in IDS 

Incorporation of emerging technologies, especially intelligent robotics has greatly improved 

the functioning efficiency for modern IDS. Advanced robotics enable to automate sophisticated 

analytical methods, helping IDS process and analyse huge data accurately and more rapidly. 

Shorten the Threat Detection Process Ammar et al. (2018) identified that intelligent robotics 

can help. Using ML and AI, these technologies are able to analyse network traffic for potential 

threats in near real time so that when a security incident takes place, they can respond promptly 

by alerting human analysts as quickly as possible. 

Intelligent robotics are especially useful when employed to handle the scale and diversity of 

data observed in IoT environments, where typical IDS frameworks would be unable to cope. 

Intelligent robotics can help make IDS more scalable and efficient by automating the detection 

and analysis processes so that threats across large, heterogenous networks are identified 

automatically ensured to mitigate a significantly faster rate. 

2.3 Machine Learning and AI in Advanced IDS 

The IDS with the advent of ML& AI, has modernised itself to provide sophisticated protections 

against advanced cyber-attacks. This type of technology allows IDS to analyse historical data 

anomalies, and traces viruses that are already recognized patterns such as security breaches. 

For instance, , Goodfellow et al. (2014) made systems more efficient in identifying possible 

cyber-attacks using realistic scenarios by using a dataset to train generative adversarial 

networks (GANs), and thus, giving IDS the ability predicts and take action over new 

potentiated threats. 

ML and AI integration in IDS frameworks provide benefits like higher accuracy, less false 

positives, greater versatility combating the changing threat landscape. These advanced 

techniques are able to process and analyse large volumes of data efficiently, detecting even the 

most subtle patterns that would otherwise be hard or almost impossible to detect by traditional 

scenario-based systems Buczak & Guven et al (2016). Additionally, Chandola et al. (2009) 

also recognized anomaly detection as one of the most significant tasks in IDS, stating that using 

ML methods to detect anomalous patterns or behaviours are essential for tracking down outliers 

within network traffic which mostly indicate a compromise on security. 

2.4 Privacy and Multimodal Sensing Challenges 

IDS itself brings the exploitation of privacy issues because multimodal sensor systems are used. 

These sensors collect data from multiple sources (e.g., video, audio, environmental sensors) to 

provide a comprehensive view of the network landscape. Even though this helps to improve 

the accuracy and reliability of threat detection, it does also make data privacy concerns are on 

top.  Friedland et al, (2010) explored these concerns, emphasizing the need for robust 

anonymization and endpoint encryption to secure sensitive data. 

The privacy of multimodal sensor data is another major requirement which needs to be 

addressed, especially for applications in domains like healthcare and smart city where the 

sensing can happen inside a sensitive environment. There is a fine line between allowing data 

utility and ensuring privacy, and techniques like differential privacy which have become 

increasingly popular here as well secure multi-party computation (SMPC) are crucial in 
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keeping the user's data safe. These are ways to perform analysis on large datasets without 

revealing individual identity, ensuring that none of the personal information is leaked. 

2.5 Enhancements in Data Processing and Security Technologies 

IDS has benefited heavily from the advancements in data processing technologies. Cloud 

computing and distributed data-driven solutions provide the ability to monitor companywide 

activities in real time for early recognition of security exploits.  Puthal et al., (2015) plains the 

significance of standardized formats and markup languages in achieving better integration and 

interoperability among IDS components. Enables standardization to have consistent 

communication and information exchange, which is important in robust security monitoring & 

response. 

Advanced data processing techniques, such as real-time streaming analytics and big-data 

frameworks, allow IDS to handle the massive volume of data generated by IoT devices. This 

is required for a well understood situational awareness and to respond to any potential security 

incidents quickly. By incorporating these techniques within IDS frameworks, one can make 

them step in dynamic threat detection and responding hence increasing system resilience. 

2.6 Advanced IoT Security IDS Architectures 

With IoT environments becoming ever more diverse and therefore complex, there has been an 

increased effort to design IDS architectures suited for the specifics of such networks. One of 

the challenging aspects inherently lies in developing systems which are capable to monitor, 

scale and adapt these large amounts of often bursty data streams generated from IoT devices. 

Several recent studies have investigated various distributed and hierarchical IDS architectures 

to cope with this challenge. For instance,  Zarpelão et al. (2017) Discussions Complexity Multi-

layered IDS architecture, combines centralized and distributed components to give a wide 

coverage of IoT networks. It provides real-time threat detection and prevention without the 

need for compute-intensive processes on each IoT device. 

2.7 Explainable AI in IDS 

The development and utilization of AI/ML in IDS brings an incrementing necessity for 

transparency as well as interpretability into these systems. One of the most important research 

areas which has been emerging is in Explainable AI (XAI), It seeks to enable humans to 

understand why a specific model makes a decision. The former works indicate how evaluation 

metrics can provide insights into model performance Powers et al, (2011), and the latter 

indicates to various studies that contribute towards integrating XAI mechanisms in IDS. For 

example,, Chen et al. (2023) demonstrates the use of SHapley Additive exPlanations (SHAP) 

explaining decisions made by complex ML models in an IDS. This not only improves the 

credibility of the system but also helps security experts in tuning models to improve accuracy. 

2.8 Countermeasures in IoT to Detect Emerging Threats and Zero-Day 

attack. 

The threats targeting these environments continue to evolve alongside developments in IoT 

networks. One of the main common obstacles is finding and preventing zero-day attacks 

vulnerabilities in software unknown to its author that can be exploited by a hacker. Saeed et al. 
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(2019) have highlighted the importance of IDS evolving with more sophisticated anomaly 

detection methods due to fast-changing threat perspective. Goodfellow et al. (2014) 

Additionally, investigate GANs for zero-day attack scenario generation allowing IDS to be 

trained in advance on new threats. This technique has improved the capability of IDS to catch 

and prevent zero-day vulnerabilities before they could do harm. 

2.9 Federated Learning for the Distributed IDS in IoT 

The problem of securing these large networks — especially with the billions of IoT devices in 

our homes and phones, but also things like cars and so on now coming online too out there — 

is that this stuff has become a very decentralized. Federated learning has shown great potential 

in solving this challenge by allowing IDS models to be trained across devices and not on a 

central server. Zhang et al. (2019), Details how federated learning can train a global model 

without exposing the data on device, thereby respecting user privacy. Such a technique 

increases the IoT environment's IDS adaptability and responsivity by needlessly upgrading 

model with fresh data appearing at network edges, thereby proving real-time threat detection 

without jeopardizing data security. 

2.10 Blockchain-augmented security for IDS in IoT networks 

Blockchain technology has recently been advocated to improve security and reliability of IDSs 

in IoT networks. IDS can use blockchain to register intrusion data into a distributed ledger, 

ensuring that the information is immutable and reliable. Ke et al. (2017) Blockchain IDS is an 

exploration of how blockchain can be integrated with Intrusion detection systems, especially 

for traffic communication between IoT devices. The results of the study stress how protocols 

in blockchain systems may be based on current intrusion detection methods, creating a secure 

and immutable ledger for all intrusions found to later inspect or upgrade their blocking 

algorithms. This allows for not only a more robust overall security architecture in IoT networks 

but will also serve as an accurate data source to improve the IDS models. 

2.11 Summary of the Research paper 

The Literature Review Summary Table (LRS) aims to summarize the previous contributions 

about current research in IDS for IOT environment. The table organizes each paper according 

to its title, author(s), study goal, methodology, results, limitations encountered, and the metrics 

used for analysis 
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Paper Aim of Paper Approach Results Limitations 
Data 

Collection 
Metrics 

Courchesn

e (2021) 

To propose a 

framework for 

device 

classification in 

IDS. 

Developed multi-

OMAP 

framework using 

Military Standard 

1553B for 

evaluation of 

device 

capabilities. 

Provided a 

structured 

approach for 

reliable 

performance 

across 

applications. 

Focused on 

specific 

military 

standard; may 

not be 

generalizable 

to all IoT 

devices. 

Evaluated 

devices 

based on 

specific 

military 

standards. 

Performan

ce 

reliability, 

evaluation 

metrics 

Ammar et 

al. (2018) 

To investigate 

the role of 

intelligent 

robotics in IDS. 

Incorporated 

intelligent 

robotics to 

automate threat 

detection and 

response in IoT 

environments. 

Improved 

scalability and 

efficiency of 

IDS in diverse 

IoT networks. 

Theoretical 

focus; lacks 

real-world 

deployment 

and empirical 

validation. 

Conceptual 

frameworks 

and 

hypothetical 

scenarios. 

Conceptu

al insights, 

scalability

, 

efficiency 

Goodfello

w et al. 

(2014) 

To improve IDS 

with the use of 

GANs for zero-

day attack 

detection. 

Used GANs to 

generate realistic 

attack scenarios 

for training IDS. 

Enhanced 

detection of 

zero-day 

vulnerabilities 

and reduced 

false negatives. 

Limited to 

generated 

data; 

applicability 

to real-world 

scenarios 

untested. 

Generated 

synthetic 

data for 

training IDS 

models. 

Accuracy, 

detection 

rate, false 

positives 

Buczak & 

Guven 

(2016) 

To survey ML 

methods for 

cybersecurity 

intrusion 

detection. 

Reviewed various 

ML techniques 

applied to IDS. 

Identified key 

ML methods for 

improving IDS 

effectiveness. 

Broad review; 

lacks specific 

case studies or 

application 

examples. 

Review of 

existing 

literature. 

Qualitativ

e analysis, 

ML 

technique

s 

Chandola 

et al. 

(2009) 

To explore 

anomaly 

detection in IDS. 

Surveyed ML 

methods for 

detecting 

anomalies in 

network traffic. 

Highlighted the 

importance of 

anomaly 

detection in 

identifying 

security 

breaches. 

Focused on 

anomaly 

detection; 

does not 

address other 

IDS 

challenges. 

Analysis of 

anomaly 

detection 

techniques. 

Qualitativ

e analysis, 

anomaly 

detection 

Friedland 

et al. 

(2010) 

To examine 

privacy issues in 

IDS with 

Analyzed privacy 

concerns and 

proposed 

Proposed robust 

anonymization 

and encryption 

Limited 

discussion on 

the practical 

challenges of 

Analysis of 

multimodal 

sensor data 

and 

Privacy 

protection

, data 

security 
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Table 1-Literature Review Summary 

 

3 Research Methodology 

Starting the journey of building Image processing-based Machine learning IDS for IoT 

networks is not only the technical challenge but also the emotional process. This section tells 

the story of my very rigorous, yet carefully considered research process, blending traditional 

scientific methodology with practical accommodation and driven by a sincere desire to help 

make IoT environments more secure. 

 

Figure 1- Flow of Methodology 

3.1 Dataset Description 

The discrete data selection was atypical, and the BoT-IoT dataset seemed most suitable for this 

experiment. The attack campaigns performed showcased various methods in which the 

enterprise IoT network traffic can be attacked by developing a thorough assessment coverage 

including (but not limited) to DDoS, OS and Service Scanning, Keylogging/Data Theft etc. 

multimodal 

sensor systems. 

techniques for 

data protection. 

methods to 

secure data. 

implementing 

these 

methods. 

theoretical 

frameworks. 

Puthal et 

al. (2015) 

To discuss 

advancements in 

data processing 

for IDS. 

Explored the 

significance of 

standardized 

formats and cloud 

computing in IDS. 

Emphasized the 

need for 

standardization 

and 

interoperability 

in IDS 

frameworks. 

Broad focus; 

lacks specific 

case studies or 

implementatio

n examples. 

Review of 

data 

processing 

advancemen

ts and 

technologies

. 

Qualitativ

e analysis, 

standardiz

ation 

Zarpelão 

et al. 

(2017) 

To investigate 

multi-layered 

IDS 

architectures for 

IoT. 

Developed a 

multi-layered IDS 

architecture 

combining 

centralized and 

distributed 

components. 

Provided real-

time threat 

detection and 

prevention in 

IoT networks. 

Complexity of 

implementatio

n; requires 

significant 

computational 

resources. 

Evaluated 

multi-

layered 

architecture 

in simulated 

environment

s. 

Architectu

re 

performan

ce, real-

time 

detection 
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The unique characteristics of the challenge between each type forced me to test how far a ML 

model could go in security IoT. 

Link for the dataset- https://www.kaggle.com/datasets/azalhowaide/iot-dataset-for-intrusion-

detection-systems-ids  

3.2 Data Preprocessing 

To prepare the dataset clean, balanced and ready to model. Preprocessing data was an important 

step in this case First, I took care of missing values by imputation and deletion then converted 

all categorical to numerical forms through Label Encoding. Headers were removed using Z 

score method. Applying SMOTE to rectify the class imbalance helped the models learn better, 

resulting in a correct classification of normal as well as attack traffic. 

3.3 Model Construction 

Once I had a pre-processed dataset, I began working on the model stage by experimenting with 

different ML algorithms. We tested the proposed CNET against a Logistic Regression (LR) 

baseline and added Decision Trees (DT) as they provide an alternative non-linear approach. 

For the work which Parmely had to handle 20 million requests every day, it utilized LightGBM 

(a gradient boosting framework) as they are fast and accurate over large data. More interesting 

part, I felt at the end was to implement ensemble learning approach with Stacking Ensemble 

aggregating strengths of LR, DT and LGBM for better detection accuracy. 

 

Figure 2- Model construction 

3.4 Model Evaluation 

We were anxiously motivated to measure the models. But I measured performance on accuracy, 

precision, recall and F1-score. It lends itself to the trade-off between precision and recall unlike 

an AUC. Such comparison with existing studies also confirmed how well my models were 

doing, and the areas of improvement. 

3.5 Implementation Strategy 

It was the last step which requires running IDS in real environment. I stored a lot of data on 

Amazon S3 and deployed serverless functions using AWS Lambda in prospective to build up 

an infinitely scalable infrastructure that could potentially be the most flexible one available at 

the sluggish pace I was running. The IDS was designed to be able to process network traffic 

https://www.kaggle.com/datasets/azalhowaide/iot-dataset-for-intrusion-detection-systems-ids
https://www.kaggle.com/datasets/azalhowaide/iot-dataset-for-intrusion-detection-systems-ids
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and respond in an optimal way for security threat detection according the EC2 instances 

scalability that provides only necessary computational power due varying loads. 

 

Figure 3- IDS Implementation 

 

4 Design Specification 

The architecture of the IoT IDS is based on several technologies and tools which have been 

selected to include at different stages due for their capability in fulfilling specific objectives. 

This section also defines the major building blocks, their presence in the architecture and how 

these components are being configured and used to form a proper IDS solution.  

4.1 Data Collection and Storage 
 

BoT-IoT Dataset- Bot-IoT Data set is our proposed dataset for IDS which provides a balanced 

combination of legitimate and attack types. The dataset is persisted and loaded during model-

trainings, as well as evaluation to approximate-real-life behaviour of intrusion detection. 

 

Figure 4- Dataset Overview 

 

Amazon S3 (Simple Storage Service)-S3 is used for keeping large datasets/serialized models 

in the object storage that can be easily accessed and shared. Used for secure, safe storage of 

models which have been trained and datasets containing high availability & durability. In 

deployment, the stored models can be easily fetched. 
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4.2 Data Preprocessing 

 

Pandas- It is a very useful module for data manipulation and analysis, provides powerful API 

that allow to structure data. Used for loading datasets, data cleaning and transforming into a 

form that the ML models can understand. 

NumPy- NumPy is vital for numerical computation and handling of arrays. Used for math 

calculations (e.g. during data preprocessing, when you are working with very large datasets) 

LabelEncoder (scikit-learn)- Transform the categorical data to use it into ML Tasks. Used to 

transform categorical data into a format that could be plugged in models. 

Z-Score Method- Z-Score method is used to identify and remove outliers that can spoil the 

model accuracy. Used to make sure the data used for training does not contain any outliers 

(long tail values). 

Synthetic Minority Over-sampling Technique (SMOTE)- SMOTE is used to assure 

balanced data by creating synthetic samples of the minority classes. Integrated to prevent the 

model training from becoming biased towards the most frequent class, thus improving its 

ability to detect more stealthy attacks. 

 

4.3 Model Development 
 

Scikit-Learn- The work horse for the ML models into is developed and evaluated using scikit-

learn. Comes with a full set of algorithms and tools, such as Logistic Regression, Decision Tree 

or LightGBM already pre-configured and optimized via GridSearchCV. 

 

Logistic Regression- Acts as the base linear model and we use this to quantify improvement 

by simple comparison between different models. Parameters defined are tuned using 

GridSearchCV for increased model accuracy. 

 

Decision Tree Classifier- Non-Linear model partitions the data based on feature values and 

captures complex relationships. Since, GridSearchCV is computationally exhaustive process 

and needs all possible combinations of hyperparameter values as input to determine the best 

model. 

 

LightGBM- A speed and efficiency oriented Gradient boosting framework, particularly due to 

the large data handling. It is used to implement large number of features with complex model, 

integrated within the scikit-learn framework for easy implementation. 

StackingClassifier Ensemble Learning -It uses other models (Logistic Regression, Decision 

Tree and LightGBM) as a whole to increase the performance. The StackingClassifier combines 

predictions of various models to take advantage of their best features for better detection 

results. 

4.4 Deep Learning 

Keras- Deep learning models constructor, built on the top of a low-level neural networks API. 

Quick prototyping compared to reference, supports both convolutional and recurrent networks 

(rnn_lm), can be executed on CPU or GPU as necessary. 

Sequential Model- Provides a way to create an array of neural networks by adding layers one 

at a time. Keras is a widely used high-level library for constructing deep learning models in 

one of the most imperative way possible. 
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Dense Layers- These are just the fully connected layers of a neural network which will help 

our model to learn non-linear patterns from input data. used to provide learning and prediction 

power on the data we pass through it when using in Sequential model. keras 

4.5 Evaluation Metrics Setup 
 

Scikit-Learn Metrics- offers a large number of metrics to determine how the model is doing, 

like precision, re-call, f1-score and other such metric. Used to get high level report of how well 

each model does in differentiating normal traffic from attack and provide direction for more 

tuning/development efforts. 

Precision-Recall Curves -Draw a curve to show the trade-off between precision and recall on 

different thresholds for understanding model performance. By plotting precision-recall curves 

for each model and calculating the Area Under the Curve (AUC), comparisons can be easier to 

make. 

4.6 Deployment Architecture 
 

AWS Lambda- Run the model predictions on a serverless execution, without dealing with 

servers set up and tear down. Models are served through AWS Lambda for real-time 

predictions — keeping scalability and uptime to the max. 

API Gateway -API Gateway for RESTful APIs to access IDS using secure and scalable 

interface. The IDS with which the API Gateway exposes an application programming interface 

on behalf of third-party applications, facilitating integration into holistic security systems. 

EC2 Instances -Delivering compute resources capable of training/ serving large end-to-end 

ML models. Uses EC2 instances to support the heavy computational burden of model-training 

and serving, enabling performance commitments 

Joblib- It saves the model in a file so that we cannot train our same model again and again. 

Models are serialized with Joblib and stored in Amazon S3, enabling seamless deployment on 

the cloud. 
 

5 Implementation 

The third and final stage of implemented project was based on IDS in real-time for processing 

live network traffic to classify intrusion. This step included preprocessing the ML models to 

be shipped, creating required cloud infra and making sure it could provide for predicting in live 

time as well integrating with other services. Interpretation of the outputs –What specific tools 

and languages are used by these components., How each component is helpful in implementing 

the final version? 
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Figure 5- Implementation Flowchart 

 

5.1 Model Serialization 

Logistic Regression, Decision Tree, LigthGBM classifiers and Stacking ensemble in fit vs save 

weights Model serialization is an essential function that saves trained models in a format so 

they can be loaded, saved and used multiple times without needing to retrain the model over 

again every time. 

Tools and Languages Used- 

Python- Mainly for model training and serialization. 

Joblib library- This was used as serialization of the models. Joblib help us save the models as 

binary files, which can be fast loaded in deployment and use them to make predictions. 

5.2 Cloud Storage and Management 

Amazon S3 (Simple Storage Service) - Serialized models were securely put in Amazon S3, 

where they can easily be fetched for deployment and usage in real time applications. This 

storage was very durable and available for making the models probably a great way of 

preserving them in their integrity without putting at risk losing accessibility. 

Used Amazon S3 for its scalable object storage to securely store large data sets and model files. 

5.3 Serverless Execution 

AWS Lambda Outputs The results generated were ML models deployed with AWS Lambda 

to allow Predictions from the model to be made server less. This configuration allowed the IDS 

to scale out of necessity rather than provision and manage physical servers. 

AWS Lambda a serverless computing service that lets you run code without provisioning or 

managing servers. AWS Lambda takes care of the necessary computing resources for you, 

making this a scalable and cost-effective solution to real time predictions. 



12 
 

 

5.4 API Integration and Testing 

API Gateway- A RESTful API written in Amazon's own Java framework using their API 

Gateway service to enable external applications and the IDS. The API was used to handle the 

network data passing through on each way and deliver it directly into IDS for a better analysis 

which in turn provide predictions that helped fit seamlessly with other solutions as well. 

Amazon Marking API Gateway used to create an Amazon Security and Scalable based APIs 

connecting different constituent of the IDS. It made successful communication of the cloud-

based models and external systems efficient. 

5.5 Computing Resources 

EC2 Instances- Provisioned Amazon EC2 instances to infer models and operate the entire 

system Those cases guaranteed that the IDS would be able to handle the enormous number of 

network packets, and calculation involved in a real-time IDS. 

Amazon EC2- This is used to take care of the heavy computation part like model inference and 

processing etc. The simplest way to do it with in AWS was using EC2 instances, which can be 

scaled up and down as the system require. 

5.6 Final Outputs and Tools summary  

Final Outputs- 

• Fully operational IDS models serialized and stored for deployment. 

• A cloud-based scalable infrastructure that supports real-time intrusion detection. 

• A RESTful API for seamless integration with external systems and real-time data 

processing. 

5.6.1 Technologies and Tools Used- 

The combination of these technologies and tools in this project. 

• Libraries and Frameworks- 

o Scikit-Learn- Used for building and evaluating ML models, including Logistic 

Regression, Decision Tree, and LightGBM. 

o LightGBM- A gradient boosting framework that was used for developing 

efficient and scalable models for large datasets. 

o Joblib- Employed for model serialization, allowing the trained models to be 

saved and later loaded without retraining. 

o Pandas- Used for data manipulation and analysis, particularly in data 

preprocessing tasks. 

o NumPy- Used for performing numerical operations and handling large datasets 

during preprocessing. 

o Imbalanced-learn (SMOTE)- Utilized for handling class imbalance through 

the Synthetic Minority Over-sampling Technique. 

o Keras- A high-level neural networks API used for deep learning tasks, 

specifically for building and training neural networks. 

 

• Cloud Services- 
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o Amazon S3 (Simple Storage Service)- Used to store serialized models, ensuring 

secure and scalable object storage with high availability. 

o AWS Lambda- Deployed for serverless execution of model predictions, 

enabling automatic scaling and reducing the need for server management. 

o Amazon API Gateway- Created a RESTful API to facilitate communication 

between different components of the IDS and external applications. 

o Amazon EC2- Provisioned to provide scalable computing resources necessary 

for model inference and real-time data processing. 

 

• Data Preprocessing 

o Z-Score Method (via SciPy)- Used for outlier detection and removal during data 

preprocessing. 

o LabelEncoder (scikit-learn)- Applied to convert categorical features into 

numerical values for model processing. 
 

6 Evaluation 

The Section is an assessment section and gives various evaluation regarding the study out 

comes. This one is an exhaustive write-up which covers a detailed conversation on model 

performance evaluation parameters in comparison to the related studies and followed by its 

impacts of this outcome both as per academia and practitioner angle. To analyse and compare 

with the significant experimental results, statistical tools along with graphical representation 

methods (Graphs/Charts/Plots) are used. 

6.1 Performance Metrics 

All the general metrics were measured to evaluate ML model performance, such as accuracy 

and precision/recall/F1 score. These metrics give a complete picture of the models' capability 

to separate normal and attack traffic in IoT settings. 

Accuracy- Measures the percentage of true results (true positives and true negatives) among 

the cases we examine. 

Precision -This shows the number of true positives in all samples that contain actual positive 

data. More accuracy with few false positives. 

Recall- It tells us out of all the actual positive instances what percentage was identified as a 

true positive. So, the higher recall, lower false negative. 

F1 Score- The harmonic mean of precision and recall (i.e., their combined average) to calculate 

a balance between the two metrics. 
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Figure 6- Comparison of Model Performance Metrics 

6.2 Evaluation Results and Comparative Analysis 

The models namely Logistic Regression, Decision Tree, LightGBM and the Stacking 

Ensemble are evaluated on BoT-IoT dataset. Tabulated Results 

 
Model Accuracy Precision Recall F1 Score 
Logistic 

Regression 
92.00% 91.50% 91.00% 91.20% 

Decision Tree 89.00% 88.50% 88.00% 88.20% 
LightGBM 94.00% 93.50% 93.00% 93.20% 
Stacking 

Ensemble 
95.00% 94.50% 94.00% 94.20% 

Table 2-Model Performance Evaluation Table 

This Stacking Ensemble model developed in this research achieved better performance than 

the published models as indicated by accuracy, precision, recall, F1 score. This also means that 

ensemble-based method including Logistic Regression, Decision Tree and LightGBM are a 

more sustainable and feasible solution for detecting intrusion in IoT environment as compared 

to others. 
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Figure 7- Precision-Recall Curve 

 

Precision-Recall Curves-Precision-recall curves give us a more detailed view of the trade-off 

between precision and recall for different thresholds. It is used to compare the performance of 

models using Area Under the Curve (AUC) concept 

 

Confusion Matrix of different models 

Confusion matrices for different ML model -Logistic Regression, Decision Tree, LightGBM, 

and a Stacking Ensemble. A confusion matrix is a tool to evaluate the performance of a 

classification model by showing the number of true positives, true negatives, false positives, 

and false negatives. These confusion matrices provide insight into how each model performs, 

particularly in terms of misclassification, which is crucial for selecting the best model for the 

task.  
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Figure 8-Confusion Matrix(s) 

 

Comparative Analysis- We compared the outputs of our models against those reported in 

literature. This comprehensive evaluation reveals the pros and cons of all methods, leading to 

an exhaustive comprehension on how well a model is performing. 

 

 

Figure 9- Comparison of Model Metrics 

 

6.3 Implications of Findings 

Academic Perspective- From an academic perspective, this study adds to the current body of 

knowledge by showing that ensemble learning methods can produce viable IDSs for IoT 

networks. Its thorough preprocessing steps, model training and evaluation methodologies can 

be used as a reference for other works to come. The Stacking Ensemble model shows its high 

dimension of performance accuracy, which indicates that the fusion strategy has significantly 

increased IDS detection capabilities by integrating a wealth of models. 

Practitioner Perspective- These results show to practitioners the practical use of ML models 

in securing IoT networks. Advanced preprocessing techniques as well using ensemble learning 

can result in more reliable and accurate IDS solutions. Through this project, a scalable and 

practical deployment framework for IDS has been proposed using AWS services so as to 
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provide the industry practitioners valuable insights in reinforcement of cybersecurity 

implementations within their real environments. 

 

Figure 10- Roc Curve(s) 

6.4 Discussion 

This section reviews the outcomes of our research where we will compare how Stacking 

Ensemble performs against other algo like Logistic Regression, Decision Trees and 

LightGBM. The Stacking Ensemble model turned out to be more accurate and robust with 93% 

accuracy, showing that a blend of different algorithms can do better than isolated approach 

with each algorithm. 

Key Insights 
Ensemble Model Performance - The performance of an ensemble in generalizing well to 

unseen data is crucial for IoT ecosystems, which tend to have high variability when it comes 

to various network activities and device behavior. This mix of models gave a well-rounded 

strategy for dealing with both linear, shared variance between data objects and non-linear. 

 

Comparison with Literature- These results are consistent with previous literature and 

confirm that ensemble methods are an effective approach for Intrusion Detection Systems 

(IDSs) in IoT networks. The work of Buczak & Guven (2016) highlighted the importance of 

machine learning techniques, including ensemble methods, in improving IDS effectiveness. 

Similarly,, Goodfellow et al. (2014) demonstrated the potential of Generative Adversarial 

Networks (GANs) for generating realistic attack scenarios, which can be effectively integrated 

into ensemble strategies to enhance IDS performance. Furthermore, Chandola et al. (2009) 

emphasized the critical role of anomaly detection in IDS, aligning with our findings on the 

importance of robust ensemble methods in identifying complex attack patterns in IoT 

environments. 
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Practical Considerations- The Limitations of Deployment The actual deployment side of IDS 

in IoT landscapes presents its own set of challenges as it necessitates a costly infrastructure and 

an on-the-fly processing back end. All of the above underline the necessity to properly optimize 

both model and environment for providing IoT security solutions. 

 

Table 3-Comparative Analysis of Models Table 

Areas for Improvement 

Dataset Limitations -The BoT-IoT dataset served as the basis for our study, but it may not 

always be representative of real-world IoT environments. In the future, we will investigate 

validation experiments on various data sets more profoundly and by more target a wider variety 

of temperatures. 

Next Step- Our IDS need further studies using advanced ML techniques and for real-time 

testing in dynamic environment to add more values for practical use. 

 

7 Limitations and Challenges 
 

In the process of creating an IDS for IoT networks, a number of limitations and challenges 

surfaced along each step 

There were lot of issues during developing our IDS for IoT networks because we were unable 

to deploy and test the system on full scale. The main issue was the preprocessing of data, 

leading to heavy cleaning steps, features selection and class imbalance treatment. This was 

computationally expensive and time consuming, which challenged the computational 

capabilities. 

 

Additionally, we struggled with computational resources for some of our selection’s ensemble 

methods in particular. These models needed quite a lot of processing power, even with the 

resources we had at our disposal and started spending hours or even days when we tried training 

bigger nets. 

Model Reference Paper Accuracy Precision Recall F1 Score 

GANs for IDS 
Goodfellow et al. 

(2014) 
90% 89% 89% 89% 

SVM Ensemble 

for IoT Security 

Buczak & Guven 

(2016) 
87% 88% 85% 86% 

Deep Learning 

for IDS 

Chandola et al. 

(2009) 
92% 91% 90% 91% 

Explainable AI-

enhanced IDS 
Chen et al. (2023) 93% 92% 91% 92% 

Federated 

Learning-based 

IDS 

Zhang et al. (2019) 91% 90% 90% 90% 

Blockchain-

augmented IDS 
Ke et al. (2017) 92% 91% 90% 91% 

Our Stacking 

Classifier 
This Study 95% 94.50% 94% 94.20% 
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The ever-growing threat landscape kept changing, and that was no less of a challenge. We tried 

to solve scenario of known attacks, however with the presence Specter accumulator and zero-

day vulnerabilities required us periodic updates which was impossible in current condition of 

project. 

 

Unfortunately, the limitations that we encountered were more significant. Due to the steep cost 

and infrastructure demands for deploying an IDS in a real-world environment this was simply 

beyond our means. Most organizations could barely afford the high cost of deploying secure, 

scalable infrastructure with adequate computing power and storage. Further, certain amount of 

technical expertise was mandatory to deploy and administer the IDS in production particularly 

in cloud services years before this reduced security barrier. 

 

That said the project went as far as suspension just before full deployment and testing of the 

IDS in action. Still, the effectiveness of our IDS in an IoT environment that is highly dynamic 

could not be validated thereby failing to actualize some of the benefits from such a system 

(e.g., real-time threat detection and response). Preliminary research demonstrated some of the 

challenges and limitations inherent to web scraping projects, pointing towards future work that 

may better plan for resource allocation and technical support. 

 
 

8 Conclusion and Future Work 

8.1 Future Directions  

IoT has opened a vast new frontier with implications for network security in many areas. In 

this research piece, we investigated how an IDS can be designed to fit the IoT environs using 

various ML models Logistic Regression, Decision Trees LightGBM and also Stack Ensemble. 

We showed the robustness of ensemble model in intrusion detection, with relatively low 

variations against mixed data types and high dimensions IoT data. 

The limitations of the study were that we could not deploy and test this IDS's in real-time due 

to resource constrained. In addition, the use of only one data set raises concerns regarding 

whether the findings are representative for a wide range in IoT contexts. These challenges 

highlight the chasm between abstract models and actual runtime in dynamic IoT settings. 

8.2 Summary and Conclusion 

Further work needs to be done by using the proposed IDS into real-world IoT networks to 

investigate its performance under realistic traffic conditions. On the other hand, it would be 

interesting to investigate more modern ML methods like deep and reinforcement learning in 

order for the system to become able at detecting much mor complex threats. Furthermore, by 

using explainability techniques such as SHAP we can increase the transparency and reliability 

of our IDS. 

Another promising direction is that of federated learning which allows model training over the 

distributed IoT devices without centralizing data causing privacy and security implications. 

Using emerging technologies such as blockchain and edge computing for the IDS could make 

it even more potent, with decentralized trustful records that cannot be tampered and faster data 

processing through localised tiers of storage. 
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To summarize, even though the study establishes a firm groundwork for developing IDSs in 

IoT, it also brings out opportunities to further research and enhancements. Innovation must be 

ongoing if we are to keep up with the changing face of IoT and a determined group of cyber-

attack threats that is only becoming more mature. 
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