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1 Introduction 
 

The configuration manual explains the requirement to create the environment, implementation 

of the model, necessary hardware, software and code snippets used for completion of research 

work. The purpose of this manual is to demonstrate step by step coding procedure taken to 

perform the project. It will help to replicate and verify the results in future. The project is based 

on enhancing network intrusion detection using federated learning model using flower (open 

source federated frame work) GBHM, F.L. (2024) integrated with GRU (Gated recurrent 

model).  

2 Implementation 

2.1 Hardware 

This section describes the hardware which is supported to conduct research utilising machine 

learning algorithms. Analysing large datasets with machine learning algorithms requires 

significant resource utilization. The following information provides idea of resource 

utilization: 

• CPU: Intel 13th Gen core i5-1335U 1.30 ghz 

• Installed RAM: 24GB 

• Windows Edition: 11 Home 

• Storage: 512 SSD 
 

2.2 Software and tools  

• Integrated Development Environment: Google Collaboratory (Google Collab) with 

High CPU and GPU Usage L4 

• Coding Language Platform: Python 3.7 

• Data Storage: PC/Google Drive 
 

Dataset: The dataset used for this project was obtained from Kaggle (Herzalla, 2023)which 

was made network traffic pattern to facilitate the research and development of intrusion 

detection systems (IDS) in 2023. It has two parts: one in tabular representation of extracted in 

features csv format and other part provides raw network traffic pattern in PCAP files.  

• The dataset was downloaded from the public repository.  

• The complete TII-SSRC 23 dataset is 27.5 GB and has two major categories: benign 

and malicious, from eight diverse types of traffic.  

• The traffic has been divided into 32 subtypes: six benign and 26 malicious. The dataset 

was comprised into raw network traffic data in the form of Packet Capture (PCAP) 
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files, as well as the extracted features in the form of Comma-Separated Values (CSV) 

files.  

 

 

 

Figure 1: Snapshot of the Dataset used for this project 

 

2.3  Datafiles used for the Analysis  

The file used for this project are listed below:  

• Project Centralized model.ipynb: coding files which was loaded into Google 

Collaboratory. 

• Federated Learning Model.ipynb: coding file loaded into Google Collaboratory for 

federated learning.  

• Dataset: network_intrusion_dataset.csv 

2.4 Python Libraries  

The research project employed Python as the coding language to configure and run the 

model. Multiple Python libraries were imported in Google Collaboratory- IDE for various 

functions used in the study.  

Pandas 

• pandas: For data analysis. 

• matplotlib.pyplot: For the graph plotting and visualizations. 

• google.colab.drive: For accessing Google Drive. 

• sklearn.preprocessing: For data preprocessing, including label encoding and scaling. 

• sklearn.model_selection: For splitting data into training and test sets. 

• sklearn.feature_selection: For feature selection techniques. 

• imblearn.under_sampling: For undersampling techniques to handle imbalanced 

datasets. 

• sklearn.decomposition: For Principal Component Analysis (PCA). 

• torch: For constructing and training neural networks. 

• torch.nn: For neural network layers and operations. 

• torch.optim: For optimization algorithms. 

• sklearn.metrics: For evaluating model performance. 

• seaborn: For statistical visualization. 

• flwr (Flower): For federated learning framework. 

• numpy: For numerical operations and handling arrays. 
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3 Data Preprocessing 
 

Following are the steps of data preprocessing as shown below:  

Step 1:  Uploading dataset in google Collaboratory    

 

 

Figure 2: Code Snippet for Uploading of Dataset 

 

Figure 3: Snapshot of the Dataset used in the Project 

 

 

Step 2: Checking of Null Values in Dataset 

 

 

Figure 4: Code Snippet and Null Values Status in Dataset 
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Step 3: Checking of Unique Values of Label Column, Traffic type, Traffic Subtypes, 

Identifying of attack and non-attack counts.  

 

 

Figure 5: Code Snippet for Unique Values in Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Label Count for Attack and Benign Traffic in Dataset 
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Figure 7: Traffic Subtype Classification in the Dataset 

 
 

Step 4: Checking of Datatypes 

 

Figure 8: Code Snippets for the Datatype Checking 
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Figure 9: Result of Columns datatypes 

Step 5: Identification of non-numeric columns 

 

 

Figure 10: Code Snippet and non-numeric Columns result 

 
 

Step 6: Applying Label Encoding for non-numeric columns. 

 

Figure 11: Code Snippet for Label Encoding of non-numeric Columns 
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Step 7: Checking and Removing of Duplicate Entries 

 

 

 
 

Step 8: Splitting of Dataset in testing and training and applying feature selection method 

using SelectKbest method. Features are displayed according to score.  

 

Figure 12: Code Snippet for Features Selection 
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Figure 13: Selected Features Columns from the Dataset 

Step 8: Distribution of Traffic: (Malicious and Benign)  

 

 

Figure 14: Plot of Malicious and Benign Traffic 

 
 
 
 
 
 
 
 
 



9 
 

 

 

 

Step 9: Applying Sampling Technique using Near miss and PCA Method.  
 

 

 

Figure 15: Results of undersampling Technique 
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4 Classification Models  
The research work consists of 2 classification models using machine learning Algorithm 

• Centralized learning integrated with GRU model analysed with 50, 100, 150 Epochs 

• Federated learning model with flower framework integrated with GRU along with 

multiple clients with 50, 100, 150 Epochs. 

  

 

Figure 16: Code Snippet for Centralized Learning I 
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Figure 17: Code Snippet for Centralized Learning II 

 

 
 

Figure 18: Confusion matrix for Centralized Model with 50 Epochs 
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;  

Figure 19 : Confusion matrix for Centralized Model with 100 Epochs 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 20 : Centralized Model Confusion Matrix with 150 Epochs 
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4.1 Installation of Flower framework in Python 
 

 

 

 

Figure 21 : Flower Framework Installation in Python 

4.2 Upgrading of Flower   

 

Figure 22 : Upgrading of Flower Part 1 
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Figure 23 : Federated Learning I 



15 
 

 

 

Figure 24 : Federated Learning Code Part II 
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Figure 25 : Federated Learning Code III 

 

Figure 26 : Federated Learning Code IV 
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5 Evaluation 
Python code was used to generate statistical output for the above-mentioned classifier in the 

form of confusion matrix.  

 

Figure 27 : Code Snippet for Centralized Model Classification 

 

 

Figure 28 : Code Snippet for Federated Learning 
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Figure 29 : Results of Confusion Matrix for the Federated Model with Multiple Clients 

 
 
 

 

Figure 1 FL Model with 2 Clients and 50 Epochs 

 

 

 

Figure 2 FL Model with 2 Clients and 100 Epochs 

 

 

Figure 3 FL Model with 2 Clients and 150 Epochs 

 

 

 

Figure 4 FL Model with 4 Clients and 50 Epochs 

 

 

 

Figure 5 FL Model with 4 Clients and 100 Epochs 

 

 

Figure 6 FL Model with 4 Clients and 150 Epochs 
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Figure 30 :  FL Model with 5 Clients and 50 Epochs 

 

Figure 31 : FL Model with 5 Clients and 150 Epochs 
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