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1 Introduction 
 The research conducted for this study involves utilizing a network simulation 

environment, that is hosted on a virtual machine. The configuration manual is intended to 

provide information on steps to reproduce the research and the results recorded in the report. 

The manual will also include commands needed for each part of the study, that can be executed 

in order to obtain the results. The manual is divided into the sections: 

 Hardware specification 

 Lab setup  

 Simulation  

 Trials and Logging 

 

2 Hardware Specifications 
The host machine specifications are as follows: 

 Windows 11 13th Gen Intel(R) 

 Core(TM) i5-1335U, 1300 Mhz, 10 Core(s), 12 Logical Processor(s) 

 16.0 GB Physical Memory (RAM)  

 475 GB SSD Memory 

Oracle VirtualBox VM is used to deploy an Ubuntu 20.04.6 LTS VM on the host machine. 

VirtualBox is used for installing virtual machines that can run separate OS, and is installed on 

the host machine. (ORACLE,2019). Ubuntu 20.0.4.6 LTS VM can be installed by downloading 

the image from the website (releases.ubuntu.com., n.d.). The key resources specified for the 

VM machine is as follows, which are selected during the installation process of the Ubuntu 

image: 

 



3 Lab setup 
 

Use sudo to install software on the VM at root privileges, this is done by using “sudo su” and 

entering the password of your VM on the terminal of the VM. 

3.1) Prerequisites 

Install the following: 

 python3: apt install python3 

 pip3: apt install python3-pip 

 xterm: apt-get install xterm 

 git: apt-get install git 

 Scapy: pip3 install scapy 

 

3.2) Mininet 

The network simulation is carried out using Mininet. Steps for installing Mininet are explained 

as follows: 

Clone into the Mininet git repository, and run install.sh with the “a” flag to install additional 

software for the lab. The commands are: 

 git clone https://github.com/mininet/mininet 

 cd mininet 

 mininet/util/install.sh -a 

Mininet comes with MiniEdit, a GUI based network topology editor, which is used to create 

the topology script attached in the artefacts section. The script can be copied to the Desktop of 

your VM. The script can be launched by using the interpreter itself from the Desktop terminal: 

 python3 topology.py 

The topology will search for a remote controller which needs to be started within the VM. It is 

good practice to clear any residual data after closing the topology itself, as it ensures a fresh 

loading of the network virtual devices. This is done with: 

 mn -c 

3.3) POX SDN controller 

Installing additional components includes the POX controller, the SDN controller used for the 

project. However, I have installed POX by cloning into the git repository of POX. 

Install POX by cloning into the git repository: 

 git clone http://github.com/noxrepo/pox 

After downloading the directory: 

 cd pox 

 git branch  



The default branch is set to gar and will display this, I have changed it to use the “halosaur” 

branch, which has Python3 based functionalities added to it: 

 git checkout halosaur 

 git branch 

The POX directory will be copied onto the Desktop after following these steps. The directory 

includes the different components that exist, out of which the l3_learning component was 

customized entirely for the purpose of this project. The modified controller is shared with the 

artefacts. Copy this controller program into the “ext” filepath within the POX directory. This 

is where new or custom components are usually stored. The controller can be launched from a 

Desktop terminal with: 

 python3 pox/pox.py ext.DDoS_Controller 

This starts the POX controller, which listens for connections at the default address of 127.0.0.1 

at port 6633, which is used by OpenFlow. 

3.4) Starting the lab  

After connection is established, your VM screen should look like the following: 

 

The left terminal shows the controller, version details, and that it has successfully connected to 

the two OVSKernel Switches that is used in the network. The right terminal shows the 

successful initialization of the topology, and the network properties assigned to it from the 

specifications given in the TCLink parameters in the script. The network details can be verified 

by looking at the code artefact. For reference, the parameters given to the network links are as 

follows: 

The main parameters customized are bandwidth, delay, packet loss and use hierarchical token 

bucket. 

 



between switch s1 to first 6 hosts: 

 net.addLink(h, s1, bw=100, delay='5ms', loss=0, use_htb=True)  

between switch s2 to the remaining 6 hosts: 

 net.addLink(h, s2, bw=100, delay='5ms', loss=0, use_htb=True) 

between the switches s1 and s2: 

 net.addLink(s1, s2, bw=1000, delay='1ms', loss=0, use_htb=True)  

 

3.5) xterm windows 

The network traffic is started for both regular and attack purposes using the virtual hosts in the 

lab by using xterm windows. It can be opened for them by using the following command inside 

the terminal that is running the Mininet simulation (Mininet Project Contributors, 2021): 

 mininet> xterm hostname 

You can open multiple xterm windows for the same hosts as well. Opening the windows for 

hosts h1 twice should look like this: 

 

The simulation, attack pattern testing will be carried out using these windows, while the 

Entropy values and detection will be seen on the terminal running the POX controller.  

3.6) Log directory 

The POX controller component also includes a feature to log the entropy metrics into a text 

file. To use this, make a directory on the Desktop by using a VM terminal, and give all the 

necessary privileges: 

 mkdir home/yourVMname/Desktop/logs 

 chmod 777 logs 

 ls -ld logs 

The logging system works per simulation, it means that after a simulation is over, it overwrites 

a new logfile within the directory, so make sure it has been copied to a different location for 

later use after each trial. 



After setting up the lab tools, the final lab should look similar to this: 

 

Most of the attack patterns are simulated within the host range from h1 to h6 for the study, and 

the regular traffic is simulated for the entire network via an extra h1 xterm window. 

A few useful commands to test in the xterm windows to make sure everything is running fine. 

Test these commands in any xterm window (Mininet Project Contributors, 2021): 

 ping 10.0.0.host-number 

To test network performance, assuming h1 to be the server: 

 iperf -s 

Run this command on any other host xterm after the previous step to check UDP stats: 

 iperf -c 10.0.0.1 -u  

 

3.7) Traffic scripts 

Three traffic scripts are created for the study and shared in the code artefacts section. The scripts 

are titled 

 realtraffic.py 

 udpflood.py 

 bursttraffic.py 

These files are to be copied to the Desktop of your VM as well. 

Finally, make sure all the programs are given required privileges for execution, you can set it 

to root privileges by using chmod and check the privileges after: 

 chmod 777 filename 

 ls -l filename OR ls -ld directoryname 



4 Simulation 
 

The lab is ready for starting the testing after setting it up from the previous steps defined. 

4.1) Normal traffic baseline  

The normal traffic generated by the script “realtraffic.py” acts as a baseline for this project. 

The traffic simulated is used to populate the network with random activity, similar to traffic in 

a network without any attacks. The script is to be executed in host h1’s xterm window at all 

times during different attack scenarios. Execute the script as follows: 

 python3 realtraffic.py -s 1 -e 12 -d 10000 

The “s” flag is used to specify the first IP address in the network, that is host h1. The “e” flag 

is used to specify the last host; h12. The “d” flag specifies the duration of the script to run in 

seconds, and I have set it at 10000 seconds.  

Changing the variables in this part of the simulation will yield in different base entropy values, 

since the entropy is calculated for the entire network and populating only part of the network 

will lead to lower number of total probability distributions; which is not the basis of the further 

testing scenarios that are carried out. It can be noticed that the averages calculated will stay 

close to 1, as the randomness of the traffic is still implemented, and the ratios are still uniform. 

After execution, the POX controller terminal and the xterm for h1 will look like the following: 

 

The entropy values are immediately starting to get calculated after the script gets executed, 

until then the POX controller is idle. The h1 xterm window will display the packet details. The 

averages of the ratios of the entropy values are not displayed until the first three time, as the 

deque is not filled yet. 

 

 



4.2) Attack scripts – UDP Flooding 

The commands for executing each of the scripts are as follows 

For executing UDP flood, execute the following command in the attacker host xterm window: 

 python3 udpflood.py targetIPaddress packetrate 

For example, attacking host h7 from host h1 will be done in h1’s xterm as follows: 

 python3 udpflood.py 10.0.0.7 0.01 

This will send packets with the interval between them set to 0.01 second, which means at a 

high-rate of 100 packets per second. The udpflood.py script is designed for the purpose of 

executing both high and low-rate attacks. To start a low-rate attack of 5 packets per second 

from host h1 targeting h7: 

 python3 udpflood.py 10.0.0.7 0.2 

The attacks should give out the following prompts on the respective xterm windows: 

 

Note that the attack scripts don’t display packet details, as displaying outputs of high rates can 

lead to high consumption of system resources, especially when there are multiple xterms. 

4.3) Attack scripts – Burst flooding 

Another attack script used for the trials is used to execute burst-rate attacks, which sends packet 

collections at fixed intervals in order to escape existing flooding detection mechanisms. The 

burst script is executed as follows: 

 python3 bursttraffic.py targetIPaddress packetcollectionsize intervalbetweenpacket 

burstinterval  

For example, executing this attack from h5 to h11 is done by: 

 python3 bursttraffic.py 10.0.0.11 100 0.01 10 

This will send 100 packets per second at a burst interval of 10 seconds.  

Executing this attack should look like this: 



This attack changes both the entropy and 

average ratio values, but it is noticed by the 

difference values calculated of the averages 

between each entropy calculation window.  

 

 

 

 

 

It is noticed that the attack scripts display the time of execution once it is started. This time 

value is used for calculating the detection time of each attack, as the controller logs the point 

of time when a detection is triggered. 

The next section will explain the combinations of attacks executed for studying the detection 

mechanism. 

 

5 Trials and Logging 
 

The testing scenarios are listed below, and the instructions of each pattern of attack is described. 

The realtraffic.py script is started before each of the scenarios by using the command: 

 python3 realtraffic.py -s 1 -e 12 -d 10000 

It can be noticed in the POX controller terminal that a log file has been created. 

 

Make sure that the file located in this path is copied to another location before each trial carried 

out. This can be used for viewing the calculations. 

5.1) Test scenario 1: High-rate attacks to one victim 

The attack was executed from hosts h1 h2 h3 h4 to h7. The commands are executed in 

immediate succession: 

 python3 udpflood.py 10.0.0.7 0.01(from xterm h1) 

 python3 udpflood.py 10.0.0.7 0.01(from xterm h2) 

 python3 udpflood.py 10.0.0.7 0.01(from xterm h3) 

 python3 udpflood.py 10.0.0.7 0.01(from xterm h4) 

 

 



5.2) Test scenario 2: High-rate attacks to 4 victims 

This attack was executed from hosts h1 h2 h3 h4 to h7 h8 h9 h10 respectively. The commands 

are executed in immediate succession: 

 python3 udpflood.py 10.0.0.7 0.01(from xterm h1) 

 python3 udpflood.py 10.0.0.8 0.01(from xterm h2) 

 python3 udpflood.py 10.0.0.9 0.01(from xterm h3) 

 python3 udpflood.py 10.0.0.10 0.01(from xterm h4) 

 

5.3) Test scenario 3: Low-rate attacks to 1 victim 

The attack was executed from hosts h1 h2 h3 h4 to h7. The commands are executed in 

immediate succession: 

 python3 udpflood.py 10.0.0.7 0.2(from xterm h1) 

 python3 udpflood.py 10.0.0.7 0.2(from xterm h2) 

 python3 udpflood.py 10.0.0.7 0.2(from xterm h3) 

 python3 udpflood.py 10.0.0.7 0.2(from xterm h4) 

 

5.4) Test scenario 4: Low-rate attacks to 4 victims 

This attack was executed from hosts h1 h2 h3 h4 to h7 h8 h9 h10 respectively. The commands 

are executed in immediate succession: 

 python3 udpflood.py 10.0.0.7 0.2(from xterm h1) 

 python3 udpflood.py 10.0.0.8 0.2(from xterm h2) 

 python3 udpflood.py 10.0.0.9 0.2(from xterm h3) 

 python3 udpflood.py 10.0.0.10 0.2(from xterm h4) 

The trigger for each of these attacks are displayed on the POX terminal. 

For example, the POX terminal should display the following during the high-rate flood at 

multiple victims: 

 

 

The thresholds are set in the controller component code shared in the artefacts section. The 

upcoming tests are conducted after estimating thresholds for them based on the previous 

thresholds obtained. 



5.5) Test scenario 5: Incremental multi-vector attack 

The attack is carried out in gradual stages, targeting 2 systems at a time. The attack starts from 

h1 and h2, targeting h7 and h8. Host h1 executes a high-rate attack, while h2 executes low-

rate. After initial detection, the second level is executed from h3 and h4 targeting hh9 and h10 

in the same pattern, followed by h5 and h6 targeting h11 and h12. The time between attacks 

was not decided, and was inequal.  

The steps for execution are as follows: 

 python3 udpflood.py 10.0.0.7 0.01(from xterm h1) 

 python3 udpflood.py 10.0.0.8 0.2(from xterm h2) 

Second level is executed with: 

 python3 udpflood.py 10.0.0.9 0.01(from xterm h3) 

 python3 udpflood.py 10.0.0.10 0.2(from xterm h4) 

Third level: 

 python3 udpflood.py 10.0.0.11 0.01(from xterm h5) 

 python3 udpflood.py 10.0.0.12 0.2(from xterm h6) 

 

5.6) Test scenario 5: Multi-vector attack with burst fire 

Hosts h1 h2 and h3 h4 target h7 h8 and h9 h10 respectively with high and low vector attacks, 

and host h5 is used to attack h11 with the burst traffic script. The first two multi-vector attacks 

are shortly separated in time, and the final burst attack is conducted after the entropy values 

are stabilized during the flood attack.  

The steps for execution are as follows: 

 python3 udpflood.py 10.0.0.7 0.01(from xterm h1) 

 python3 udpflood.py 10.0.0.8 0.2(from xterm h2) 

Continued by: 

 python3 udpflood.py 10.0.0.9 0.01(from xterm h3) 

 python3 udpflood.py 10.0.0.10 0.2(from xterm h4) 

with the final attack: 

 python3 bursttraffic.py 10.0.0.11 100 0.01 10 (from xterm h5) 

The difference values between the calculated ratio averages in each time window are used for 

the purpose of detecting differences flooding and bursting in this test scenario. 

 

 

 

 



5.7) Log files 

During each test scenario, a log file is saved in txt format, which can be used to view the values 

generated at each calculation window. The log files are used for designing the graphs to explain 

the values in the main report. The log files analysed for the report are shared with the artefacts 

as well. Log files are supposed to look like this: 

 

 

 

Details on the calculation and logic implemented for the POX controller are explained in depth 

in the final report. 
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