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1 Configuration Manual 
 

The set of all software and hardware tools which was used to carry out this research are 

highlighted in below sections. It has steps to create the environment required to implement 

this research. 

 

2 Software Requirements 
 

For this thesis, below software tools were used: 

 

Computing platform: Jupyter Notebook version 7.2.1 

Programming Language: Python version 3.12.2 

Dataset collection: Kaggle 

Tools for making diagrams and tables: Draw.io, Excel 

 

3 Hardware Requirements 
 

The hardware requirements are as follows: 

 

Device: HP Pavilion Laptop  

OS: Windows 11 Home Single Language Version 23H2 

RAM: 16 GB 

 

4 Creating Virtual Environment 
 

In Jupyter, virtual environment is created to avoid library dependencies and to switch faster 

between programs. Below are the steps for the same: 

 

1) Make sure that Python is installed. Install the virtualenv module using the pip install 

virtualenv command. 

2) Go to the directory which is going to be used and create virtual environment using 

command: python -m venv environmentname, here environmentname is the 

placeholder for environment name of your choice. 

3) Once done, activate the virtual environment using command: environmentname 

\Scripts\activate 

Then add this to Jupyter notebook using command: python -m ipykernel install --user --

name= environmentname --display-name "Python (environmentname)" 
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5 Implementation 
 

Now that the setup is done, the implementation takes place through following steps. 

 

1) Data Preprocessing – Data cleaning is carried out by: 

a) Handling the missing values and null values 

b) Eliminating the duplicate values 

c) Shuffling dataset for bias reduction 

 

 
Figure 1. Data Cleaning 

 

2) The outliers are removed using the IQR method. In this method, for the numerical 

columns in data, IQR (Interquartile range) is calculated, and upper, lower bounds are 

selected and these are used to filter the dataset. 

 

Figure 2. Removing Outliers 

3) Feature Scaling is carried out to stabilize the data and Label encoding is performed to 

handle categorical data on the dataset. 

 

Figure 3. Feature Scaling 
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4) The data imbalance is handled using the SMOTE technique where synthetic cases for 

the minority class is generated. In below snippet, the data is prepared for SMOTE and 

SMOTE is applied on it. 

 
Figure 4. SMOTE for data balancing 

5) The data is split into the data splitting phase into 80% for training set and 20% for 

testing set. 

 
Figure 5. Data Splitting 

 

6) The hyperparameter tuning is performed using the RandomSearchCV. 

 
Figure 6. Hyperparameter Tuning 

Implementing the algorithms: 

 

Multilayer Perceptron: The best parameters are considered and MLP is applied with 50 

epochs for iteration. The warm_start method is used to keep the model training continuously 

occurring. The training and validationaccuracy is captured with each epoch passing. Multiple 

iterations allows the model to learn from data until it reaches stability. Once the model is 

trained, it is tested and evaluation metrices are calculated and printed for results. 
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Figure 7. MLP  

 

Long Short-Term Memory: The LSTM model is trained for sequential data, where three 

layers are considered with unit 128, 64, 32. For thr purpose of achieving stability, to avoid 

overfitting challenges, the batch normalization and dropout layers are used. The outout from 

initial layers goes through the dense layers. Adam optimizer is used here for compiling the 

model. Also, overfitting is avoided using early stopping. 50 epochs are used to train the 

model. The classification report and other evaluation metrices are calculated. 

 
Figure 8. LSTM 

 

 

Convolution Neural Network: The data that is split is used and it is reshaped. It is necessary 

for the data to fit into format of CNN. The CNN model is build using first the convolutional 

layer which is followed by he max-pooling layer and dropout, and then for the classification, 

it goes through dense layers. The Adam optimizer is used and this model is trained for over 

100 epochs. The evaluation metrices are calculated and analyzed. 
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Figure 9. CNN 

 

K-Nearest Neighbour: The KNN algorithm is applied by on the dataset. The resampled data 

is used for this by considering k=5 which means that there are five neighbours with equal 

weightage. The testing data is used to make predictions. The evaluation metrices like 

accuracy, confusion matrix and classification report containing precision, recall, F1-score is 

calculated. 

 

 
Figure 10. KNN 

 

Implementing SHAP for feature importance with XGBoost:  The XGBoost model is used to 

train the data and after that, SHapely Additive exPlanations is used to carry out feature 

importance. The shap explainer is used to caculate how much each feature contributes and 

what is the impact. The absolute mean of these values is considered and aparticluar 

percentage is allocated to each feature. This percentage signifies the feature’s contribution to 

results and to understand the decision-making of the model.  
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Figure 11. SHAP 

 

 

 

 
 


