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Introduction 
 

This thesis aims to compare various machine learning models in cybersecurity for data loss 

prevention threat detection using advanced data processing techniques and machine learning 

models. First, we prepare the dataset by handling missing values, encoding categorical 

features and converting IP addresses into numeric values for a specific network attacks 

dataset. Through line plots, bar charts, and heatmaps we run exploratory data analysis (EDA) 

which allows us to see some patterns such as monthly and annual attack trends, type of attack 

and protocols used. This project also works with data imbalance and uses SMOTE, data 

augmentation, and splitting the dataset to the training and testing sets. With the final goal of 

increasing the accuracy and reliability of threat detection systems, a processed data is trained 

and evaluated by a deep learning model such as a neural network to categorize network 

attacks into categories such as DDoS, Intrusion or Malware. 

Minimum System Requirements 

Hardware Requirements: 

• Operating System: Windows 10/11, macOS 10.15 or higher, or any Linux 

distribution (Ubuntu 18.04 or higher). 

• Processor: Intel Core i5 or equivalent AMD processor, at least 4 cores. 

• RAM: Minimum 8 GB (16 GB recommended for smoother operations). 

• Graphics Processing Unit (GPU): Optional but recommended if using machine 

learning for optimization. 

• Storage: At least 10 GB of free disk space for storing images, models, and results. 

Software Requirements 

• Python: Version 3.8 or higher 

• Jupyter Notebook: For running the code and visualizations. 

Required Libraries 

The script uses several libraries for data processing, machine learning, and deep learning: 

Data Processing Libraries: 

• pandas: For data manipulation and analysis 

• numpy: For numerical operations 

• matplotlib & seaborn: For data visualization 

• ipaddress: For processing IP addresses 

Machine Learning Libraries: 

• scikit-learn: For data preprocessing, feature selection, classification, and model 

evaluation 

• imblearn: For handling imbalanced datasets using SMOTE 

Deep Learning Libraries: 
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• tensorflow.keras: For building and training neural network models 

Other Utilities: 

• calendar: For date-related functions (e.g., month and weekday names) 

3. Data Setup 

Description of Dataset: 
 

• Dataset Used: The data set coupled with this research is named cybersecurity 

attacks.csv and contains 40, 000 records and 25 features. This involves a 

comprehensive list of attributes on the network traffic and attacks such as; source and 

destination IP addresses, protocol, port numbers, packet size, payload, malware 

footprints, anomaly scores, types of attacks, and geo-location data. The Timestamp 

feature stipulates the day and time of occurrence of each attack as phase information. 

• Data Directory Setup: Ensure the Cyberattacks csv data is organized correctly within 

the root folder where the ipynb file is. Ensure that the images are organized correctly. 

This will help in simplifying their access and processing within the pipeline. 

3.1 Loading the Data 
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3.2 Preprocessing Steps 

Missing values are filled with 0 using df.fillna(0). 

 

Categorical columns are encoded with LabelEncoder for machine learning algorithms to 

process them effectively. 
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IP addresses are converted to integers using ipaddress. ip_address(). 

 

The Timestamp column is converted to datetime format. 
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3.3 Feature Engineering 

Additional temporal features (month, weekday) are extracted from the Timestamp column for 

trend analysis. 

The dataset is resampled to a monthly frequency for attack counts over time. 

 

4. Exploratory Data Analysis (EDA) 

EDA is performed to visualize and analyze the dataset: 
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Monthly Attack Distribution: Visualizes the number of attacks per month using line and bar 

plots. 

Year-wise Attack Counts: Stacked bar plot showing attack types per year. 

Protocol-Attack Type Combinations: Pie chart showing the top 10 combinations of protocol 

and attack type. 

 

Boxplots: Used to explore the relationship between numerical features and attack types. 

Heatmaps: Display monthly and weekday attack patterns across different years. 

 

 



8 
 

 

5. Data Preparation for Machine Learning 

5.1 Feature and Target Separation 

Features (X) and target variable (y) are separated. 

The target variable is the Attack Type. 

 

5.2 Handling Imbalanced Data 

SMOTE (Synthetic Minority Over-sampling Technique) is applied to balance the dataset by 

generating synthetic samples for the minority class. 
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5.3 Data Augmentation 

Gaussian noise is added to numerical columns to augment the data, which can help improve 

model robustness. 

 

5.4 Splitting the Dataset 

The dataset is split into training and testing sets using a stratified split to maintain the class 

distribution. 



10 
 

 

 

5.5 Feature Scaling 

StandardScaler is applied to scale features, ensuring that all variables are on a similar scale. 

 

5.6 Label Encoding for Neural Networks 

The target variable is encoded into categorical format for neural network training. 

6. Model Training and Evaluation 

6.1 Neural Network Model 

The neural network model is defined using Sequential with dense layers, dropout for 

regularization, and softmax activation for multi-class classification. 
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The model is compiled with the Adam optimizer and categorical cross entropy loss. 

The model is trained for 20 epochs with batch size 256, using a validation split of 20%. 

 

 

6.2 SVM (Support Vector Machine) 

A LinearSVC classifier is used for comparison. It is trained using the same training data and 

evaluated on the test set. 

Hyperparameter tuning is done using RandomizedSearchCV for better parameter 

optimization. 

6.3 Random Forest 

Selecting hyperparameters like number of trees (100) and maximum depth (10), iteratively by 

experimentation. Later, these parameters were tuned to increase the accuracy of the model 

from 85.0% to 87.0% 
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6.4 K-Means Clustering 

K-Means is applied as an unsupervised method to cluster the data. The cluster labels are 

mapped to attack types based on the most frequent label in each cluster. 
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6.5 Logistic Regression 

Logistic Regression is also trained and evaluated for comparison with other models. 

 

6.6 Evaluation Metrics 

Classification reports and confusion matrices are generated for all models (Neural Network, 

SVM, K-Means, Random Forest, and Logistic Regression). 
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Visualizations of confusion matrices are included for a deeper understanding of model 

performance. 

 

 

 

 


