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X23154748

1 Introduction

This configuration manual is a report that explains how to reproduce the work ‘Enhancing
Security in Electric Vehicle Charging Stations Through Advanced Anomaly Detection
Systems’. This manual will outline all the steps and procedures involved in reproducing this
research. The document also contains the details about the software, hardware and
configurations used in the building of this research project. The dataset used for this research
is CICEVSE2024(EVSE Dataset 2024 | Datasets | Research | Canadian Institute for
Cybersecurity | UNB, n.d.).

2 Hardware and Software Specifications

Specification details of the PC
e Processor - 12th Gen Intel(R) Core (TM) i5-12500H 2.50 GHz
Installed RAM - 16.0 GB (15.6 GB usable)
System type - 64-bit operating system, x64-based processor
GPU — Nvidia GeForce RTX 3050
Operating System — Windows 11
Storage — 512 GB SSD
Software Used
Anaconda Navigator 2.5.2
Jupyter Notebook 7.0.8
Python 3.11.7
Java 1.8.0 202
Weka 3.8.6

3 Preprocessing Using Python

The network traffic dataset was divided into EVSE-A and EVSE-B. The files were classified
as charging, idle and malicious. To perform machine learning on network traffic dataset it is
essential to merge these into one single analysable file. Two separate notebooks were created
for EVSE-A and EVSE-B and another notebook was used to combine the outputs of EVSE-A
and EVSE-B.

The Host Events dataset was cleaned using a python code from another project. The link to the
project is given in the reference section. The file after cleaning has an additional column named
iSDOS which is not required for our research. It can be removed in Weka during model
building(GitHub - CrashedBboy/ML-NetworkAttack-Detection, n.d.).
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The power consumption dataset was already cleaned and combined by the original authors of

the dataset and no further preprocessing using python was required.

[1]: import warnings
warnings.filterwarnings("ignore")

import os
import pandas as pd
folder_path = r'Network Traffic/EVSE-B/csv’

# List all ¢SV files in the folder
csv_files = os.listdir(folder_path) # https://ww.geeksforgeeks.org/python-List-files-in-a-directory/

+

0+
+
L]

df1 = pd.read_csv("Netuwork Traffic\EVSE-B\csv\EVSE-B-charging-aggressive-scan.csv") # https://wmus.geeksforgeeks.org/read-multiple-csv-files-into-separate

df2 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-charging-icmp—flood.csv")

df3 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-charging-os—fingerprinting.csv")
df4 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-charging-port-scan.csv")

df5 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-charging-push-ack-flood.csv")

df6 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-charging-service-detection-scan.csv")
df7 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-charging-syn-—flood.csv")

df8 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-charging-syn-stealth.csv")

df9 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-charging-synonymous-ip-flood.csv")
df16 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-charging-tcp-flood.csv")

df11 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-charging-udp-flood.csv")

df12 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-charging-vulnerability-scan.csv")
df13 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-idle-aggressive-scan.csv")

df14 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-idle-icmp-flood.csv")

df15 = pd.read_csv("Network Traffic\EVSE-B\csv\EVSE-B-idle-icmp-fragmentation.csv")

Figure 1: Loading CSV files into dataframe

import pandas as pd

import os

[# Define paths to the folders containing the labeled files
charging_folder = "Network Traffic/EVSE-B/csv_label/EVSE-B-charging”
idle_folder = "Metwork Traffic/EVSE-B/csv_label/EVSE-B-idle"
malicious_folder = "Network Traffic/EVSE-B/fcsv_label/EVSE-B-malicious™

# Define output file paths for merged datasets

charging_output_path = "Network Traffic/EVSE-B/merged/EVSE-B-charging-merged.csv”
idle_output_path = "Network Traffic/EVSE-B/merged/EVSE-B-idle-merged.csv”
malicious_output_path = "Network Traffic/EVSE-B/merged/EVSE-B-malicious-merged.csv”

# Ensure the output directory exists

os.makedirs(os.path.dirname(charging_output_path), exist_ok=True) # https://stackoverflow.com/questions/273192/how-do-1i-create-a-directory-and-any-missir

os.makedirs(os.path.dirname(idle_output_path), exist_ok=True)

o0s.makedirs(os.path.dirname(malicious_output_path), exist_ok=True)

# Function to merge CSV files in a folder # https://www. geeksforgeeks.org/how-to-read-multiple-data-files-into-pandas/

def merge_csv_files(folder_path, class_group): # https://saturncloud. io/blog/how-to-impert-multiple-csv-files-into-pandas-and-concatenate

merged _df = pd.DataFrame()
for file_name in os.listdir(folder_path):
if file name.endswith(".csv"):
file_path = os.path.join(folder_path, file_name)
f = pd.read_csv(file_path)
merged_df = pd.concat([merged_df, df], ignore_index=True)
merged df['Class Group'] = class group

return merged_df

# Merge labeled files for charging and idle datasets
charging_merged_df = merge _csv_files(charging_folder, 'charging')
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Figure 2: Merging files into charging, idle and malicious



[3]: import pandas as pd = 0
import warnings

0+
H
m

warnings.filterwarnings("ignore")

# Specify the file paths directly

filel = "Network Traffic/EVSE-A/merged/EVSE-A-charging-merged.csv"
file2 = "Network Traffic/EVSE-A/merged/EVSE-A-idle-merged.csv"
file3 = "Network Traffic/EVSE-B/merged/EVSE-B-charging-merged.csv"
filed = "Network Traffic/EVSE-B/merged/EVSE-B-idle-merged.csv”
file5 = "Network Traffic/EVSE-B/merged/EVSE-B-malicious-merged.csv"

# Read and concatenate all files
merged_data = pd.concat([pd.read_csv(file1), pd.read_csv(file2), pd.read_csv(file3), pd.read_csv(file4), pd.read_csv(file5)], ignore_index=True) # hitps:

# Save the merged data into a new CSV file
output_file = "Network Traffic/EVSE.csv"

merged_data.to_csv(output_file, index=False)

print(f"Merged data saved to [output_file)")

1 Merged data saved to Network Traffic/EVSE.csv

Figure 3: Merging all files into a single CSV
corrupted_df = df[df[
corrupted df[:5]

alignme

time alarmtimer_alarmtimer_cancel alarmtimer_alarmtimer_fired alarmtimer_: fau

" alarmtimer_alarmtimer_suspend
6171 5.004938602
6172 10.06490129
6173 15.12084978

6174 20.18085179

6175 25.24072949

5 rows x 915 columns
| —— ]

[ 1 fixed df = corrupted_df.copy(deep=

fixed df[ fixed df["

fixed df['At fixed df['un
fixed_df[ = fixed df['Unr
fixed df['L = fixed df["
fixed df['interface'] = fixed df['U
fixed df[:5]

Figure 4: Cleaning host events data

4  Model Building Using Weka

Steps to recreate the models with Weka
e Opening Weka through terminal using the command ‘java -Xmx8192m -jar weka.jar’
to increase the memory of Weka to 8GB. This is essential so that the software does not
run of memory while processing resource intensive dataset like network traffic.



= Anaconda Prompt - jupyter nc X & Windows PowerShell X % Windows PowerShell

through previous commands.

Command completion for classnames and files is
initiated with <Tab>. In order to distinguish
between files and classnames, file names must

be either absolute or start with '.\' or '~/'

(the latter is a shortcut for the home directory).
<Alt+BackSpace> is used for deleting the text

in the commandline in chunks.

Type 'help' followed by <Enter> to see an overview

of all commands.

PS C:\Program Files\Weka-3-8-6> java weka. jar
Tester set to: weka.experiment.PairedCorrectedTTester

Welcome to the WEKA SimpleCLI

Figure 5: Opening Weka

Chose Weka workbench from the list of options. After opening workbench open the
desired dataset to perform machine learning model.
&) Program Visualization Tools Help — O X

Applications

Explorer

Experimenter

WEKA

THE UNIVERSITY O)

WAIKATO

KnowledgeFlow

NEW ZEALAND

RS

Workbench
Waikato Environment for Knowledge Analysis
Version 3.86
{c) 1999 - 2022
The University of Waikato Simple CLI

Hamilton, New Zezland

Figure 6: Weka workbench

Perform preprocessing steps like normalisation through Weka filters.



&) Program File Edit Weka Workbench = | X

& Preprocess & Classify € Cluster € Associate & Select attributes & Visualize € Experiment € Data mining processes
& Simple CLI

Open file... Open URL.. Open DB... Generate... Undo Edit... Save...

Filter

e
MergeTwoValues

MNominalToBinary Selected attribute
NominalToString Attributes: 88 Name: id Type: Numeric
Normalize of weights: 2744700 Missing: 0 (0%) Distinct: 228001 Unique: 13936 (1%)

v
o

Apply Stop

MNumericCleaner Statistic Value
NumericToBinary
MNumericToDate

Pattern Minimum -1.093
Maximum 3.545
Mean -0
StdDev 1

NumericToNominal
MNumericTransform
Obfuscate
OrdinalToNumeric
PartitionedMultiFilter
PKIDiscretize
PrincipalComponents
RandomProjection
RandomSubset

Class: Class_Group (Nom) ~ | Visualize All

Remave
RemoveByName
RemoveType
Removelseless
RenameAttribute

Filter... Remove filter Close 2L 13 354

OK log | g *0
Figure 7: Preprocessing using Weka

For Network Traffic dataset calculate information gain using the select attribute’s
function. Remove columns according to the information gain. Calculate information
gain again for the preprocessed data and remove columns accordingly. Continue this
step until you get attributes with information gain>1.
o Program Weka Workbench -

& Preprocess @ Classify & Cluster € Associate & Select attributes € Visualize € Experiment & Data mining processes

@ Simple CLI

Attribute Evaluator
Choose  InfoGainAttributeEval

Search Method
Choose  |Ranker -T-1.7976931348623157E308 -N -1

Attribute Selection Mode Attribute selection output
:.:lass_::x:cup

(@) Use full training set Evaluation mode: evaluate on all training data

Cross-validation Folds
See
=== Attribute Selection on all input data ===
~
No class Search Method:
Attribute ranking.
Start Stop

Attribute Evaluator (supervised, Class (nominal): 58 Class_Group):
Information Gain Ranking Filter

Result list (right-click for options)
9 - Ranker + InfoGainAttributeEval

Ranked attributes:
1.4922461364432 21 srcadst_last_seen_ms

1.45224€1364432 20 src2dst_first_seen_ms
1.4922461364432 16 bidirectional last seen ms
1.4522481364432 15 bidirectional first_seen ms
1.2088287939952 25 dst2src_first_seen ms
1.2088287935992 26 dst2src_last_seen _ms
1.050296159672% & src_port

0.9422564273574 43 bidirectional mean piat_ms
0.518607774288 17 bidirectional duration_ms

.80512202229¢ 45 bidirectional max piat_ms
7 dst_ip

2 are in

Figure 8: Calculating Information Gain




For power consumption dataset the time column is removed. Columns like label,
attack and attack group are removed according to the model configuration.

G All attributes

shunt_voltage

bus_voltage_V

T
A7 2164
power_mW

i VR

1
1214

| T
2160 4730
Attack-Group
34884

33318

37733

14362

1
6300

T
§.15 4.18 4.21
State
25705

29593

Label
100835

14362

- O x
current_mA
| — T 1
47 218.6 12z0
Attack
26246
21367 21137
13517 a6
11596
072
interface

63202

31733

14363

Figure 9: Visualisation of power consumption data

Choosing algorithm from the list of algorithms Weka provides. Here | have chosen

Random Forest.
&) Program

Weka Workbench

Q Preprocess & Classify @ Cluster € Associate & Select attributes & Visualize & Experiment € Data mining p

& Simple CLI
Classifier

weka
classifiers

bayes

functions

lazy

meta

misc

rules

trees
DecisionStump
HoeffdingTree
J48

LMT
|

51-K0-M1.0-¥ 0.001-51

output

ﬂ RandomFarest

RandomTree
REPTree

Figure 10: Chosing Algorithm

Choosing a 70-30 test split to effectively evaluate the mode.



0 Program Weka Workbench

&) Preprocess & Classify & Cluster @ Associate & Select attributes € Visualize & Experiment & Data mining
@ Simple Cll

Classifier
Choose RandomForest -P 100 -1 100 -num-slots 1 -K 0 -M 1.0 -y 0.001 -5 1

Test options Classifier output
- === LValUuatTlon 0N TE3T Spllit ==
Use training set

Time taken to test model on test split: 0.13 seconds

Supplied test set Set.
Cross-validation Folds = 10 == Summary ==
(®) Percentage split % 70 Correctly Classified Instances 34539 100 %
Incorrectly Classified Instances i} a %
More options... Kappa statistic 1
Mean absolute error 0
Root mean sgquared error 0.0002
MNom) Label v
( ) Relative absclute error 0.0004 %
: Root relative sguared error 0.04338
Start Stop Total Number of Instances 34589

Result list (right-click for options) —— Detailed Accuracy By Class ——

02:45:55 - trees.RandomForest

TF Rate FF Rate Precision Recall F-Measure MCC I

Ll.000 0.000 1.000 L.000 Ll.000 1.000

1.000 0.000 1.000 1.000 1.000 1.000
Weighted Rwvg. 1.000 0.000 1.000 1.000 1.000 1.000

=== (Confusion Matrix ===

a b <-- classified as
30278 a | a = attack
0 4311 | b = benign

Figure 11: Specifying train test split

e Saving the result as a text file using the save result buffer option.
Choose |RandomForest -P 100 -1 100 -num-slots 1 -K 0 -M 1.0 - 0.001 -5 1

Test options Classifier output
- === Evaluatloml on TEST Split ===
Use training set

Time taken to test model on test split: 0.13 seconds

Supplied test set Set...
Cross-validation Folds 10 == Summary ===
(®) Percentage split % 70 Correctly Classified Instances 34539 100 H
N Incorrectly Classified Instances a a %
More options... Kappa statistic 1
Mean absolute error ]
Root mean squared error 0.0002
~
(Nom) Label Relative absolute error 0.0004 %
B Root relative squared error 0.04338 %
Start Stop Total Number of Instances 34589
Result list (right"""" E—

acy By Class ===

02:45:55 - tred View in main window
View in separate window P Bate FP Rate Precision BRecall F-Measure MCC ROC Area PRC Rrea Cl:
.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 at:
Save result buffer .000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 ber
.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000

Delete result buffer(s)
ix ===

Load model

Flaseifiad a=

Figure 12: Saving the result as a text file
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