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1 System Requirements: 
 

Hardware Requirements:  
• 8 GB RAM (16 GB recommended) 

• 20 GB storage 

• Multi-core CPU for faster computation. 

Software or Libraries: 
• Python 3.8 

• Pandas 

• Numpy 

• Scikit-learn imblearn 

• Matplotlib 

Environment: 

• Jupyter Notebook 

• Google Colab (optional) 

 

 
This command installs all the necessary python libraries using pip which is a python package 

manager. It includes the tools which helps in analysis of data and manipulate it, performing 

mathematical operation on datasets, implementing ML algorithms, handling class imbalances 

in datasets, creating graphs to visualize the data. 

 

2 Data Preparation: 
 

Datasets used in the research are bruteforce.csv and flood.csv. 

 

• bruteforce.csv: Size of the dataset is 14,501 entries and 60 columns. Its class is 

labelled as bruteforce. It contains packet level details like frame.time_delta, 

tcp.srcport, tcp.dstport, etc 

• flood.csv: Size of the datset is 613 entries and 60 columns and its class is labelled as 

flood. IT also contains similar data as bruteforce. 
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3 Data Preprocessing: 
 

1. Loading the data 
 

 
 

First step is to load the data into pandas dataframes 

 

2. Null Value Analysis: 

 
Next step is to ensure that there is no null value in the datframe. Check for the null value in 

the entire datframe and remove it. 

 

3. Class Lable Assignment: 
 

 
 

4. Merge the datasets: 
 

 
The two separate dataframes is combined as a single dataframe to analyse the entrire data and perform 
operations on it. 

 

5. Handling Class Imbalance : 
 

 
As there is a huge imbalance between bruteforce and flood data, imblearn library is used to deal this. SMOTE 
is used to balance the datasets.(‘SMOTE — Version 0.12.4’, no date)  

 
 

4 Machine Learning Models: 
 

Single ML Models: 
 

KNN:  
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(KNeighborsClassifier, no date) 
 

Support Vector Machine: 
 

 
 

Decision Tree: 

(‘Decision Tree Classifier - an overview | ScienceDirect Topics’, no date) 
 

Random Forest: 

(RandomForest
Classifier, no date) 
 

MLP: 
 

(MLPClassifier, no date) 
 

Passive Aggressive Classifier: 

 

 
Hybrid Model Configuration: 
 
Hybrid Model is the combination of two or more single ML models for better performance. 
This approach used the Voting Classifier .(VotingClassifier, no date) 

 

Configuration of KNN and Passive Classifier: 
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5 Model Training and Testing 
 

Data Splitting: Combined dataset is spitted  as follows: 
Training set : 60 %  
Validation set: 20% 
Testing set: 20% 
 

6 Performance Metrics 
 

Each model is evaluated using the metrics like accuracy, precision, F1-score, confusion matrix. 
Example code for confusion matrix:(confusion_matrix, no date) 

 
 

7 Results Analysis: 
 

Single Model Results: 
• KNN, SVM, DT, RF has acjeived highest accuracy up to 100% 

• PC and MLP has showed lower accuracy equivalent to 50% 
 

Hybrid Model Results: 
• DT+SVM+RF has achieved the accuracy of 100% 

• PC+KNN has achieved 50% accuracy 
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