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1. Introduction 
 
This configuration document will detail in steps how to set up and run Automated Detection 

of Dark Patterns in Website Design project. This paper outlines the system requirements, 

installation of software, preparation of data, training of models and finally deployment needed 
for real-time analysis. The tutorial is planned to make the replication of projects for whatever 

practical purpose easier. 

 

2. System Requirements 
 

The system requires the following hardware and software configurations: 

• Processor: Minimum Dual-Core CPU . 

• RAM: At least 4GB. 

• Storage: Minimum 10GB of free space. 

• Operating system:  windows. 

• IDE: Thonny IDE . 

• Python version: 3.7 or higher. 

3. Installing Dependencies 

As a first step, we should install the required libraries through Thonny or pip. Open the 

Thonny terminal or use the python environment to install the following dependencies: 

 

 

4. Dataset collection 

The system uses datasets collected through web scraping or manually curated CSV/JSON files. 

Collecting the dataset is an integral part of the project, as it provides the very raw data inputs 

necessary for training and testing the system to be used in the detection of dark patterns on 

websites. It scrapes textual content from different websites and manually labels them as "Bait 

and Switch," "Hidden Costs," or "Forced Continuity." This is because the methodology mixes 

web scraping with manual curation to make the dataset representative and diversified for real-

world scenarios. 



1. Web Scraping: 

• For web scrapping , please use the cloudscraper and BeautifulSoup libraries 

to scrape website content. 

• And Extract textual data and save it as a structured CSV file for analysis. 

 

2. Manual Dataset: 

• Prepare a dataset containing columns like url, html content and 

category.(Dark-Pattern-Dataset, n.d.) 
• And make sure the data is clean and formatted correctly. 

 

 

5. Preprocessing and Feature Extraction 
 
After text preprocessing, text data will be converted into numerical features by TF-IDF 

vectorization. In this approach, the importance of each term in a document is judged concerning 

the whole dataset. It helps the model to differentiate between the frequently used terms and the 

notable ones. 

• Convert text into numerical features using the TfidfVectorizer from scikit-

learn. 

 

 
 

6. Model Training 

• First , Split the dataset into training (80%) and testing (20%) subsets. 

 

 
 



• After splitting , Train the Naive bayes model using the TFIDF-transformed 

training data.  

 

                     

 

• Then save the trained model and vectorizer using joblib. 

           

 

1. Model Output Files: 

After successful execution we could see the model output files as shown below: 

• dark_pattern_detection_model.pkl 

• tfidf_vectorizer.pkl 

             

 

7. Real-Time Detection with GUI 

Develop a GUI using the tkinter library for user interaction. 

• Add input URL field. 

• Add button to trigger analysis. 

• Add scrollable text box for displaying results. 



 

Run the GUI application via Thonny to analyze websites in real time. 

 

8. Model Evaluation 

 
This is quite an important step in understanding how well the model has performed and 
whether the goals set for the proper classification are attained. Strengths are measured 
by a wide range of metrics and visualizations, including the ability of the model to 
correctly identify and classify Dark Patterns. 
 
Some of the performance metrics of the model are accuracy, precision, recall, and F1-
score. Accuracy is the share of correctly predicted labels regarding the total amount of 
prediction. 

1. Evaluation Metrics used: 

• Accuracy, Precision, Recall, and F1-Score. 

• Confusion Matrix for detailed insights into misclassifications. 



 

2. Use matplotlib to generate visualization charts like ROC curves. 

 

9. Deployment 

1. Script Execution: 

• Load all required files (model, vectorizer, dataset) in the same project 

directory. 

• Execute the main script (e.g., main.py) in Thonny IDE. 

2. Output: 

• Input a URL and analyze results in the GUI. 

• View classifications and details on detected dark patterns. 

 

10. Future Enhancements 

Several enhancements are advised based on improving performance, usability, and realistic 

usefulness of the system. First, the integration of state-of-the-art models, specifically 

transformers, with BERT, would increase the system's performance by a high margin. The 

integration of the system with browser extensions makes possible to easily operate 

interoperability for live navigation in the internet. In this manner, any given user can judge in 

real time a website, having the system automatically observe dark patterns while navigating on 

the net, which improves both accessibility and user experience. Finally, by applying some 

visualization to the GUI, the results would be more understandable to the users. 

 

11. Conclusion 

 

This configuration document enables the effective installation and deployment of the 

"Automated Detection of Dark Patterns" project. With the sound structure, real-time analytics, 

and scalability thus imparted, this system serves in great service of responsible web design for 

better user safety. The described processes will further enable easy replication and scaling of 

this innovative undertaking. 
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