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1 Introduction 
 

The threats of phishing have grown to become a very dangerous issue in the world of 

cybersecurity, with users unaware of them and system security being vulnerable, that are being 

exploited. The configuration and implementation of the thesis “Detection of Phishing Websites 

Using Machine Learning” is detailed in this manual. Using the principles of AI, the system 

defines phishing websites from their features and patterns in such a way that it will help 

increase online security. The format of this manual is to ensure that all of the project is 

thoroughly understood. The hardware, software and dataset requirements to setup environment 

for the project are described in the Experiment Setup section. The next section lists the 

programming tools, libraries and platforms needed for implementation. The Implementation 

section gives stepwise instructions on data preparation and training models. Lastly, the 

references document contains resources and material utilized during the project. Users will be 

able to easily understand how to set up and perform this phishing detection system by following 

the sections of this manual. 

 

2 Experimental Setup 
 

This project was implemented on Kaggle using a T4 GPU because the RAPIDS cuML library 

leverages machine learning capabilities on a GPU. Such a Kaggle runtime on GPU helps in 

optimal performance during model training.  

 

In order to enable T4 GPU in Kaggle, go to Runtime -> Change Runtime Type-> select ‘T4 

GPU’ and hit save. (Fig.1 and Fig.2) 

 

  
  (Fig.1)     (Fig.2) 
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The Kaggle runtime specification is as follows (Fig.3):  

 

 
    (Fig.3) 

 

Also, there is a need for installing RAPIDS into the environment so as to use the cuml library 

which uses the GPU for accelerated model training (Data, 2024). It is done by just cloning the 

repository provided by RAPIDS directly into the working folder (Fig.4).  

 

 
     (Fig.4) 

 

Running this code clones the required files and libraries into the working directory so that these 

libraries can be used in during the training process. The following code snippet was taken from 

Collab Notebook provided by RAPIDS. 

 

3 Technologies and Software used for Implementation 
 

3.1 Software Used 
 

• Kaggle: This project was conducted within Kaggle’s computational environment 

which offered access to T4 GPU for GPU accelerated model training. 

• Jupyter Notebook: Also used in Kaggle for interactive development and 

visualization of model results. 

• Python (3.11.9): Python was used as the programming language used for this project 

(Python Software Foundation, 2019). 

 

3.2 Libraries Used 

• pandas: For data manipulation and analysis. 

• numpy: For numerical computations. 

• scikit-learn: For machine learning model implementation. 

• matplotlib and seaborn: For plotting and visualizing data. 

• cuml: For GPU-accelerated machine learning algorithms provided by RAPIDS 

(NVIDIA). 

https://colab.research.google.com/github/rapidsai-community/showcase/blob/main/getting_started_tutorials/rapids-pip-colab-template.ipynb?ncid=so-othe-933049-vt27#scrollTo=B0C8IV5TQnjN
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4 Implementation 
 

4.1 Installing Libraries 

 

• Import the required python libraries using the following command. (Fig.5) (Fig.6) 

 

 
   (Fig.5) 

 

 
   (Fig.6) 

 

• For the workloads that uses GPU, ensure cuml library is installed as described in the 

Setup section. 

 

4.2 Loading the Dataset 
 

The data is loaded using the ‘read_csv’ method from pandas into a dataset (Fig.7). 

 

 
    (Fig.7) 

 

4.3 Data Preprocessing 
 
The float64 and int64 values are converted into their 32-bit counterparts to improve training efficiency and 

speed (Fig.8). 
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    (Fig.8) 

Renaming the ‘CLASS_LABEL’ column to ‘labels’ for easy understanding (Fig.9). 

 

 
    (Fig.9) 

 

4.4 Feature Selection 
 

Mutual info classifier is used to find linear correlation between features and labels. The data is 

being split into features and labels (Fig.10).  

 

 
    (Fig.10) 

 

4.5 Model Training 
 

• Logistic Regression (Fig.11):  

 

 
     (Fig.11) 

 

• Random Forest Classifier on GPU (Fig.12):  
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(Fig.12) 

 

4.6 Final Random Forest Classifier 
 

Training the final Random Forest Model based on the optimal number of features (Fig.13). 

 

 
      (Fig.13) 
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