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1 Introduction 
This Configuration Manual provides detailed instructions on reproducing the experiments and 

analyses conducted in the project titled Ensuring Network Security in Remote Work 

Environments. It describes the environment setup, data collection, preprocessing, modelling, 

and evaluation processes. The manual is organised as follows: 

• Section 2: Environment Configuration 

• Section 3: Importing Necessary Libraries  

• Section 4: Data Collection and Cleaning 

• Section 5: Exploratory Data Analysis 

• Section 6: Preprocessing  

• Section 7: Machine Learning and Deep Learning Models 

• Section 8: Evaluation and Results 

2 System Requirements 

2.1 Hardware Requirements 

The project was executed using the following hardware specifications: 

• RAM: 8 GB DDR4 

• Storage: 256 GB SSD 

• Processor: Intel Core i5, 9th Generation 

• GPU: NVIDIA GTX 1650 

2.2 Software Requirements 

The following software and libraries were used: 

• Python 3.9: Programming language 

• Jupyter Notebook: Integrated development environment 

• Libraries: 

o Data Cleaning 

o Data Handling: NumPy, Pandas 

o Visualisation: Matplotlib, Seaborn 

o ML and DL: Scikit-learn, TensorFlow, Keras, PyTorch 

o Oversampling: imblearn 

o Clustering: DBSCAN, KMeans 



2.3 Code Execution 

1. Launch Jupyter Notebook from the Anaconda environment. 

2. Navigate to the project folder and open the code file. 

3. Run all cells sequentially to execute the entire workflow. 

3 Importing Necessary Libraries 

 

Figure 1: Importing Necessary Libraries into Workspace 

4 Data Collection 
The datasets were sourced from CICIDS2017. The combined dataset contains traffic data from 

multiple scenarios including DDoS, Port Scans, and benign traffic. 

4.1 Dataset Files 

• Friday-WorkingHours-Afternoon-DDos.pcap_ISCX.csv 

• Friday-WorkingHours-Afternoon-PortScan.pcap_ISCX.csv 

• Friday-WorkingHours-Morning.pcap_ISCX.csv 

• Monday-WorkingHours.pcap_ISCX.csv 

• Thursday-WorkingHours-Afternoon-Infilteration.pcap_ISCX.csv 

• Thursday-WorkingHours-Morning-WebAttacks.pcap_ISCX.csv 

• Tuesday-WorkingHours.pcap_ISCX.csv 

• Wednesday-workingHours.pcap_ISCX.csv 

4.2 Data Importing 

Pandas library for Python is used to read the CSV files of the dataset. Importing for the same 

is given in figure 2 below. 

 

Figure 2: Importing the Dataset Files 



Columns across datasets were standardised before concatenation. The final dataset contained 

common_columns shared by all datasets. 

 

Figure 3: Standardisation of Columns and Concatenation 

4.3 Data Cleaning 

Getting the count of each attack type in the dataset is performed using the value_counts() for 

Pandas dataframe as shown in Figure 4.  

 

Figure 4: Getting Unique Labels 

Statistical description of the dataset can be obtained as shown in Figure 5 below.  

 

Figure 5: Getting Statistical Description of the Dataset 

Information of the column data types and the length of the dataset is obtained as below. 

 

Figure 6: Getting the column meta data 



Count of the null data for the dataset is obtained using the isnull().sum() operation on the 

dataframe. 

 

Figure 7: Getting nulls from the dataset 

After this, the duplicated rows across the dataset are identified and dropped from the dataset. 

This is shown in figure 8.  

 

Figure 8: Identifying and removing duplicates 

The columns in the dataset are identified as shown below. 

 

Figure 9: Column names in the dataset 



The labels names are changed through a mapping function (.map()) as shown below.  

 

Figure 10: Label mapping 

5 Exploratory Data Analysis 
Several plots are plotted for the exploratory data analysis. Implementation for the same are 

discussed below.  

 

Figure 11: Violin Plot for Packet Length Variance by Label 

 

Figure 12: Scatter Plot for Fwd Packet Length Mean vs. Bwd Packet Length Mean by label 



The distribution of the class labels in the dataset is obtained as shown in Figure 13.  

 

Figure 13: Getting Label Distribution 

The KDE Plot for the Average Packet Size is plotted using the Seaborn library as shown in 

Figure 14.  

 

Figure 14: KDE Plot for Average Packet Size 



6 Preprocessing 
Labels in the dataset are encoded for Supervised Learning through LSTM, Attention LSTM 

and Transformer using the Label Encoder in Sklearn. Its implementation is shown in Figure 15 

below.  

 

Figure 15: Implementation of Label Encoding 

Correlation matrix is plotted to identify multicollinearity in the dataset. This is implemented 

by generating heatmap of the correlation coefficients for the features.  

 

Figure 16: Correlation matrix generation 

To ensure faster processing with low resource requirements 50000 samples of the total dataset 

are used for further processing.  

 

Figure 17: Getting subset of the data 

The dependent and independent variables from the data are separated by dropping the label 

column from the dataset.  

 

Figure 18: Separating Dependent and Independent Columns 

The correlation coefficients of the dataset features are thresholded at 0.9 to remove 

multicollinearity.  



 

Figure 19: Thresholding the Correlation Matrix 

The data is then split into training and testing set using the Sklearn library’s train_test_split. 

 

Figure 20: Splitting the Dataset 

Large or infinite values in the dataset are replaced with 0.  

 

Figure 21: Zeroing the large values 

SimpleImputer from the Sklearn is then used to replace the missing values in the dataset by 

their corresponding column means. 

 

Figure 22: Replacing nulls in the dataset by column means 

Features are then normalized through standardization.  

 

Figure 23: Standardisation of the Features 

The labels are balanced using the SMOTE technique as shown in Figure 24. 

 

Figure 24: Application of SMOTE 

Balanced class counts are then plotted.  



 

Figure 25: Balanced Classes after SMOTE 

The feature set is then reshaped for applicability for LSTM and Attention LSTM and models 

 

Figure 26: Reshaping the feature set 

The classes are then one-hot encoded using the to_categorical function of the keras utils 

module.  

 

Figure 27: One-hot encoding the labels 

7 Modelling 
Five different models are used in the study. These are: 

1. LSTM 

2. Attention LSTM 

3. Transformer 

4. Kmeans 

5. DBSCAN 

Their implementations are discussed below.  



 

Figure 28: LSTM Model Implementation 

 

 

Figure 29: Attention LSTM Model Implementation 



 

Figure 30: Transformer Model Implementation 

 

Figure 31: Kmeans Clustering Implementation 



 

Figure 32: DBSCAN Implementation 

8 Evaluation 
Models are evaluated and compared based on the accuracy, precision, recall, f1-score and 

confusion matrix. Its comparison is given below. 

 

Figure 33: Model Evaluation 
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