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1 Introduction 
 

This document gives a configuration manual for a Google Colab machine learning project. 

This project builds an insider threat detection model using ensemble and sequential models. 

The study covers the examination of two datasets, email.csv and psychometric.csv, using 

classification methods. The dataset utilised here is CERT from Kaggle1. This manual includes 

dataset preparation, feature selection, classification and assessment. 

 

2 Hardware Requirements 
 

The following pieces of hardware were used to build this project: 

• Processor: 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40GHz   2.42 GHz 

• RAM: 16.0 GB 

• Operating System: Microsoft Windows 11 Home 

• Storage: 256 GB SSD 

• Internet Connection: To access Google Colab, a steady internet connection is 

required. 

 

3 Software Requirements 
 

The following pieces of software tools were used to build this project: 

• Google Colab2: Cloud-based Jupyter notebook environment. 

• Python 3.10.12 

• Libraries Used: 

o pandas 2.2.2  

o numpy 1.26.4 

o scikit-learn 1.5.2 

o tensorflow 2.17.1 

o matplotlib 3.8.0 

o seaborn 0.13.2 

 

Google Colab is a cloud-based Jupyter notebook environment that offers an easily accessible 

platform for the tasks involving coding, data analysis and machine learning. It provides 

compatibility with contemporary libraries and frameworks and supports Python 3.10.12. 

 
 

1 https://www.kaggle.com/code/alabiobin/insider-threat-detection/ 

 
2 https://colab.google/ 
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4 Setting Up Google Colab Environment 
Open the Google Colab and open New Notebook from the file. Click on the Connect button 
in the top-right corner to connect to a runtime environment. 
 

 

Figure 1: Google Colab 

 

5 Dataset Preparation 
Upload the files email.csv and psychometric.csv from the local machine. The email.csv 

contains email metadata and content. The Columns include: date: Timestamp of email, user: 

Email sender, attachments: Number of attachments, to, cc, bcc: Recipient details, content: 

Email body. The psychometric.csv can be used for the future additions.  Import the required 

libraries and load the dataset as shown in Figure 2. 

 

 
Figure 2: Upload datasets and import libraries 
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6 Code Configuration 
Loading the dataset and the preprocessing of data including the conversion of data column to 
datetime format, fill missing values in cc and bcc with empty strings, exploratory data 
analysis, frequency of emails by the user and the number of attachments analysis are shown 
in Figure 3, Figure 4, Figure 5 and Figure 6. The feature engineering creates total number of 
recipients across to, cc, bcc and extracts the hour and day from the date column. The 
visualization script generates the histogram of email activity by hour and bar chart of the top 
10 users by email activity as shown in Figure 7. The anomaly detection that includes the 
Isolation Forest to identifies anomalies in numeric features like size, attachments and 
num_recipients as shown in Figure 8. The Feature Extraction with TF-IDF Vectorization that 
processes the content column to extract 1,000 most significant features as shown in Figure 9. 
 

Figure 3: Load data, convert ‘date’ column to datetime and check for missing values 

 

Figure 4: Exploratory Data Analysis 
 

 
 
 

Figure 5: Frequency of emails by user 
 

 
 

 
Figure 6: Number of attachments analysis 
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Figure 7: Data Preprocessing and Feature Engineering and Visualization 

 

Figure 8: Prepare data for anomaly detection, Isolation Forest and analyze anomalies 
 

 
Figure 9: Sample and further preprocess the data and TF-IDF Vectorization 

 



5 
 

 

7 Model Training and Testing 
The data is split into training (80%) and testing (20%) sets. The models include 

Random Forest, LSTM, GRU, Gradient Boosting, Multi-Layer Perceptron (MLP) and 

Stacking Ensemble. Each model outputs have a classification Report including Precision, 

Recall, F1-Score and accuracy as shown in Figure 10, Figure 11, Figure 12, Figure 13 Figure 

14 and Figure 15. 

 

 
 Figure 10: Train-Test Split and Random Forest 

 

 
Figure 11: LSTM Model 

 

 
Figure 12: GRU Model 
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Figure 13: Gradient Boosting 

 

 
Figure 14: Multi-Layer Perceptron (MLP) 

 

 
Figure 15: Stacking Ensemble 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


