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1 Introduction 
 

This configuration manual provides setup instructions required to execute the implementation 

of enhancing IDS using machine learning techniques like Logistic Regression, Random 

Forest, Isolation Forest, One-Class SVM, and Voting Classifier on CIC-IDS 2017 dataset and 

implementing in Python language. This model performs classification and anomaly detection 

on network traffic data. The model uses Python 3.10.1, Visual Studio Code, and Jupyter for 

data preprocessing, model training and final evaluation. 

 

2 System Requirements 

2.1 Machine Info 

• OS: Windows 11 Home Single Language 

• System Type: 64-bit Operating System 

• Processor: Intel Core i5 (4 cores) 

• RAM: 8 GB 

• GPU: NVIDIA GeForce MX450 

 

3 Required Installations 
 

The IDE used for the execution of this project was Visual Studio Code due to it’s user 

friendly interface and support for all programming language, jupyter notebook, and much 

more. (Visual Studio Code - Code Editing. Redefined, no date) 

 

 
Image 1: Visual Studio Code Website 
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Since VSCode supports Python programming language which is used in this project, 

extension of Python was installed in the IDE itself. One can also install it from the official 

website. (https://www.python.org/downloads/) and import it in the IDE. (Download Python, 

no date) 

 

 
Image 2: Python Extension 

 

Jupyter notebook was also used for the execution of the python code as jupyter kernel 

supports to create, edit, run, plot a user friendly version of the notebook. 

 

 
Image 3: Jupyter Extension 

 

 

Certain python libraries are required to be installed for the project. The following re the 

commands to be used to install these libraries. To install these libraries, open terminal on 

upper left.  

 

https://www.python.org/downloads/
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Image 4: Terminal  

and run the following commands to install the libraries. 

 

1. pip install numpy 

2. pip install pandas 

3. pip install scikit-learn 

4. pip install matplotlib 

5. pip install seaborn 

6. pip install tensorflow 

 

4 How to Run the Program 
 

Post installing all the required libraries and dependencies; 

1. Click on “File” and open a “New File” in the VSCode IDE. 

2. Then select Jupyter Notebook and the file extension should be “.ipynb”. 

Once the new file is open it will automatically be connected to python server. 

The following python libraries are used in this project: 

1. Pandas is used for data manipulation and handling. 

2. NumPy is used for numerical operations. 

3. Scikit-learn is used for machine learning models, feature selection, and evaluation. 

4. Matplotlib and Seaborn is used for data visualization. 

5. TensorFlow is used for deep learning integration for future practices. 

 

 
Image 5: Libraries Imported 

 

Also import the CIC-IDS 2017 dataset using the following command; 

df = pd.read_csv(“Path to the dataset/file name.csv”). 

 

 
Image 6: Importing Dataset 

 

Once the dataset is imported, preprocessing of the same is to be done using the preprocessing 

techniques. The following are the techniques used; 

1. SimpleImputer from Scikit-learn is used to handle the missing values in the database. 

The missing values in the numeric columns are replaced by mean of the respective 



4 
 

 

column. This step makes sure that there are no missing values as it can impact the 

training process. 

2. For infinite values in the dataset, np.inf or -np.inf fills the NaN values with 0. 

3. Label Encoding is used to convert categorical target labels that is benign or malicious 

to binary/numeric values of 0 or 1. This step is important as machine learning models 

need numerical input values. 

4. Feature Scaling is done using StandardScaler to standardize the features in the dataset 

which means to bring them to a standard scale of mean=0 and standard deviation=1. 

5. Feature Selection is done using SelectKBest which selects the top 10 features based 

on ANOVA F-static using the command f_classif. This technique helps to decrease 

the dimensionality of the data and makes sure that only relevant features are utilized 

to train the model. 

6. Recursive Feature Elimination which removes the least important feature of the 

dataset based on the chosen model.  

 

 
Image 7: RFE for Logistic Regression 

 

7. The dataset is divided into 70% for training and 30% for testing which means that the 

models are trained on a chunk of data and tested on the unseen data to assess its 

performance. 

Post preprocessing of the dataset, the models will be trained and tested based on the CIC-

IDS 2017 dataset(IDS 2017 | Datasets | Research | Canadian Institute for Cybersecurity | 

UNB, no date) which can be downloaded from (https://www.unb.ca/cic/datasets/ids-

2017.html) website. The evaluation of the results are displaces using classification 

metrices like ROC-AUC scire, precision, recall, and F1-score of each model. The ROC 

curve of the models will also be plotted for performance visualization and comparing the 

Voting Classifier with other models.  
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