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1 Overview of code 
 

The code is designed to detect phishing URLs using various machine learning and deep 

learning techniques. Key steps in the script include: 

1. Dataset Handling: 

• Downloading the dataset from Kaggle. 

• Cleaning and preprocessing the data. 

• Extracting features from URLs (e.g., presence of IP, length, redirection, 

subdomain usage). 

2. Feature Engineering: 

• Creation of custom features such as url_length, prefix_suffix, 

digits_present, etc. 

• Scaling features using MinMaxScaler. 

3. Machine Learning Models: 

Implemented models include: 

• Decision Tree 

• Random Forest 

• Gradient Boosting 

• AdaBoost 

• Logistic Regression 

• XGBoost 

4. Deep Learning Models: 

• Fully Connected Neural Networks (FNN). 

• Long Short-Term Memory Networks (LSTM). 

• TabNet for tabular data classification. 

5. Evaluation: 

▪ Metrics: Accuracy, confusion matrix, classification report. 
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▪ Validation and test set evaluation. 

 

 

2 Libraries 
 

Python Version 

• Python 3.8 or higher 

 

Install the required libraries using the commands below: 

 

1. pip install pandas numpy matplotlib seaborn scikit-learn 

2. pip install tensorflow keras 

3. pip install xgboost pytorch-tabnet 

 
 
 
 

3 System Requirements 
 

 

1) Hardware:  

• Minimum 8 GB RAM (16 GB recommended),  

• GPU-enabled for deep learning(optional). 

2) Software: 

• Python 3.8+,  

• Jupyter Notebook, Google Colab. 

 

4 Section 3 
 

1) First few rows of dataset 

 

 



3 
 

 

 

 

2) Distribution of URLs in dataset 

 
 

 

3) Feature engineering by creating new columns based on URL data 

 

 
 

4) Test train and validation split 

 
 

 

 

 

 

 

 



4 
 

 

5) Custom Deep learning model  

 

 
 

6) Training and validation loss of custom deep learning model 

 

 
 

 

 

7) Tabnet model initialisation 

 

 
 

8) Hyperparamters used for various models 

 

1. Decision Tree Classifier 

 

• max_depth: [2, 4, 6, 8, 10, None] 

 

2. Random Forest Classifier 

• n_estimators: [50, 100, 150, 200, 250] 

 

3. Gradient Boosting Classifier 

• n_estimators: [50, 100, 150, 200, 250] 

 

4. AdaBoost Classifier 

• n_estimators: [50, 100, 150, 200, 250] 
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5. Logistic Regression 

• C: [0.01, 0.1, 1, 10, 100] 

 

6. XGBoost Classifier 

• n_estimators: [50, 100, 150, 200, 250] 

 

7. Fully Connected Neural Network (FNN) 

• layers: [128, 64, 32, 16, 8] 

• epochs: 20 

• batch_size: 32 

 

8. LSTM (Long Short-Term Memory) 

• units: 64 

• epochs: 50 

• batch_size: 32 

 

9. TabNet Classifier 

• n_d: 8 

• n_a: 8 

• virtual_batch_size: 128 

• learning_rate: 0.02 
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