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1. Introduction

This configuration manual contains step by step configuration screenshots of the tools which
are included in the deployment of Multi cloud Auto scaling. It aims to provide detailed
guidance on setting up and integrating resources across AWS and Azure for seamless,
scalable, and secure workload management.

2. System Requirements

Hardware Specifications

 Device: Acer Aspire 3 15
 Processor: AMD RYZEN 7000 series 5
 ROM: 512GB
 RAM: 8GB

Software Specification

 Windows 11
 Terraform and Notepad
 Windows Powershell, AWS and Azure CLI
 Amazon Web Services
 Azure

3. Configuration

For auto-scaling group mlcl-asg, the desired capacity is set at 2 instances; the capability to
scale the configuration allows an upper limit of 4 instances and a lower limit of 2 instances. It
uses a launch template (mlcl-tmp) specifying an AMI and t2.micro instance type. The ASG is
integrated with the target group (mlcl-tg) by directing traffic through load balancing to ensure
high availability and resource-efficient distribution. This setup is essential for handling
variable workloads dynamically while maintaining fault tolerance and scalability.

Fig 1
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Fig 1.1

Fig 1.2

 Terraform Installed and associated with my local to run code for aws and azure using cli.

Fig 2
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 IAM has created just to get the access and secret key to connect azure cli with terraform

Fig 3

 Both aws and azure associated with terraform, meanwhile azure also get associated using
subscription ID

Fig 4

 VPC has been created

Fig 5

 In this we can see that required features associated with VPC
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Fig 6

 The subnets are distributed across multiple availability zones (AZs) within the same
region (us-east-1a and us-east-1b) to ensure fault tolerance. If one AZ becomes
unavailable, resources in the other AZ can continue functioning without interruption,
ensuring business continuity.

Fig 7

 VPC associated with subnets has been attached to Internet gateway

Fig 8
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 The customer gateway here is the part of VPN which is to connect Azure with AWS.

Fig 9

 The virtual private gateway creates secure connection between AWS VPC and Azure
VN, so the VPC ID is attached here.

Fig 10

 Finally VPN connection established in AWS

Fig 11

 In Azure, resource group ahs been created and necessary resources were also deployed.

Fig 12
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 Establish an Azure virtual network (mlclVN) with the right address space, for example,
10.1.0.0/16, to avoid overlapping IP address space with the AWS VPC and connect the
Azure VNet to the VPN Gateway to communicate securely.

Fig 13

 Create a route-based VPN Gateway (VpnGw2AZ) in Azure and connect it to the AWS
VGW. Configure the BGP settings and Azure route table to manage traffic between
Azure and AWS seamlessly.

Fig 14

 Local Network Gateway is the Azure endpoint managing the VPN connection to the
AWS Virtual Private Gateway. Ensure proper pairing and routing to bridge the networks
so Azure can communicate across cloud with AWS.

Fig 15
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 Allows UDP traffic on port 4500 to Azure virtual network (10.1.0.0/16) from AWS
CIDR block (10.0.0.0/16). Enables traffic from Azure virtual network (10.1.0.0/16) to
AWS CIDR block.

Fig 16

 A route will forward any traffic to AWS networks (10.0.0.0/16) through the Virtual
Network Gateway. So, Azure resources in that subnet can now communicate with AWS
resources over the VPN connection.

Fig 17
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