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Attack Detection and Prevention using Machine 
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Achu Abraham George 
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1. Introduction 

This configuration manual provides a comprehensive guide to the hardware and software 

requirements, as well as the implementation process, for the research project titled: ”Attack 

detection and prevention using machine learning and deep learning algorithms”. This manual 

describes the steps in preparing the datasets with the four feature scaling and selection 

transformation steps as well as in building the subsets for analysis and training the ML models 

and in validating the models. 

 

It also discusses the work done in combining K-Nearest Neighbors (KNN) and Multilayer 

Perceptron (MLP) models whereby these models were run on the Internet Firewall dataset. 

Python codes are inserted to illustrate some parts of the developmental procedures; hence, this 

paper can act as a template for replicating or expanding the study. 

 

Also, the manual explains the practical time utilization of the developed system with a green 

and clean user interface to predict network traffic outcomes along with their probable 

possibility. The last section of the paper presents the quantitative performance results of the 

models that were evaluated in this study with the focus on achieved validation accuracies 

equaled 99.83% for MLP and 95.29% for KNN classification algorithms, and reflects on how 

these practical findings can support the development of adaptive and intelligent cybersecurity 

systems. 

 

2. System Configuration 

The brief of the system hardware and software that were used while conducting the research 

project are as follows: 

 

2.1 Hardware Configuration: 

• Operating System: Windows 11 

• Processor: 12th Gen Intel® Core™ i7-1255U 1.70GHz 

• RAM: 16.0 GB 

• System Type: 64-bit Operating System, x64-based processor 



2.2 Software Configuration: 

 

Software/Tools Version Description 

Anaconda Navigator 2.6.3 Graphical User Interface for 

working with Anaconda 

environments, installation of 

packages and for launching data 

science applications. 

Jupyter Notebook 6.5.4 Web application that allows the 

creation of documents with live 

code and equations plus handling 

interactive   elements   and 
visualizations. 

Python 3.8 In this project, python is used to 

develop models 

Pandas 2.2.2 An integrated data manipulation 

and analysis library, that had 

DataFrames for structured data 
handling. 

Numpy 1.26.4 Library for numerical 

computations, large multi- 

dimensional arrays and matrices.. 

Matplotlib 3.9.2 Library used for construction of 

static, animated and interactive 
graphs and charts. 

Scikit-learn 1.5.1 A brilliant machine learning 

library to perform classification, 

regression, clustering and 

preprocessing functions. 

Seaborn 0.13.2 Python based visualization 

library that aims at providing a 

high-level interface for statistical 

graphics based on the Matplotlib 
toolkit. 

TensorFlow 2.18.0 Applies to training and 

development of machine learning 

and deep learning schemes and 

models. TensorFlow can compute 

on both CPU and GPU and has 

options for model deployment on 

multiple environments: mobile 
and web. 

3. Download and Implementation 

This section describes how to implement the project on any Windows system. The following 

are the steps. 

 

a. Download and install Anaconda Navigator Software: 



The Anaconda Navigator is the Graphical User Interface where users can install, run, update, 

even start up Python/R environments and Data Science tools in particular use for Jupyter 

Notebooks, Spyder and many more more without needing to type any command script. 

 

b. Create a new environment 

 

Based on the best practices, it is recommended that different projects be run in different 

environments. 

 

• Open Anaconda Prompt 

• To create the environment with a particular python version: 

conda create --name myproject python=3.9 

• To activate the created environment: 

conda activate myproject 

c. Install Jupyter Notebook 

 

conda install -c conda-forge notebook 

 

d. Install required libraries in environment 

conda install -c conda-forge jupyter 

notebook=6.5.4 numpy=1.26.4 pandas=2.2.2 

matplotlib=3.9.2 seaborn=0.13.2 scikit-learn=1.5.1 

 

conda install -c conda-forge tensorflow=2.18.0 

 

e. Add Kernel to Jupyter Notebook 

python -m ipykernel install --user --name=myproject --display-name "Python 

(myproject)" 

 

 

 

4. Dataset 

The dataset is sourced from Kaggle. The dataset employed in this research is known as Internet 

Firewall DataSet with 12 attributes and 65532 records of ISP traffic. They are numerical, 

containing 11 variables such as Source Port, Bytes Sent, Elapsed Time in sec, and Categorical 

containing only one variable, Action, as label. 

 

Dataset link: https://www.kaggle.com/datasets/tunguz/internet-firewall-data-set 

https://www.kaggle.com/datasets/tunguz/internet-firewall-data-set


5. Configuration and Execution 

5.1 Importing Libraries 

 

To implement the model, essential libraries are imported. 
 

Fig 1. Importing libraries 

 

5.2 Data Preprocessing 

 

For the analysis and machine learning, transforming raw data into a clean and usable 

format. 

 

1. Checked for null values. There is no null values available in the dataset. 

 

Fig 2. Checking for Null values 

2. Checked for Infinite Values. There is no infinite values available in the dataset. 

 



Fig 3. Checking for infinite values 

 

3. Plotted graph for analyse Action Feature and got to know that it was highly 

imbalanced. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 Plotting graph for Analyse Action features 
 

 

 

 

Fig 5. Bar graph of imbalanced Action features 

 

4. Action- Balanced and plotted 

 

The Action : Allow, Deny and Drop were balanced to 12000 records 



 

Fig 5. Balancing the class Action to 12000 records 

 

Fig 6. Bar graph of balanced Action 

5. Class Action Encoding 

Converted the categorical target variable to numerical. That is Allow: 0, Deny: 1, 

Drop: 2 

 

 
Fig 7. Class Action Encode 



6. Saved Preprocessing Model and saved Normalized Data 

 

The preprocessing model is saved as pickle file and normalized data is saved as csv 

file. 

 

 

 

 

 

 

 

 

 

 

Fig 8. Saving preprocessing model and normalized data 

7. Performed Data Shuffling and Data Splitting 

The normalized data is shuffled and split into x_train, x_test, y_train, y_test 

 

 

 

 

 

Fig 9. Shuffling the normalized data 

 

 

 

 

 

 

 

 

Fig 10. Splitting Data 

 

 

 

8. Saved Train and Test Data 

 

The Train and Test data is saved as csv file. 

 

Fig 11. Saving Train and Test Data 



5.3 Model Training (KNN and MLP) 

 

 

 

1. Import Test and Train Dataset 

 

Here, importing x_train, x_test, y_train, y_test for the model training. 
 

 

 

Fig 12. Importing Test and Train Dataset 

 

 

 

2. Imported KNN Classifier and Trained KNN Model 

 

 

Fig 13. Importing KNN Classifier and Training KNN Model 

 

 

 

3. Result Analysis of KNN 

 

Result of KNN algorithm is analysed. Validation accuracy of KneighborsClassifier 

model is 95.29%. 



 

 

Fig 14. KNN Model accuracy and Classification Report 

 

 

 

4. Saved KNeighbors Classifier Model 

The model is saved as pickle file. 

 

 

Fig 15. Saving Model 

 

 

 

5. Imported Keras Modules for Algorithm: MLP 

 

 

Fig 16. Importing Keras Modules for MLP 



6. Model Trained 

 

 

Fig 17. Training MLP Model 

 

7. Analysed Result 

 

The validation accuracy of DeepNeuralNetwork model is 99.85%. 
 

 

Fig. 18 Model Accuracy and Classification report of Deep Neural Network 



8. Model saved 

 

 

Fig 19. Saving Trained Model 

 

9. Attack Detection and Prevention Including Detection Time and Response Time from 

Front-End 
 

Fig 20. Attack detection and Prevention. 


