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1 Introduction

This document are based on the experimental configuration and setting up the re-
search.The evaluation of Particle Swarm Optimization (PSO) algorithm in optimizing
the serverless computing with the main aim of achieving performance and cost efficiency.
In next sections, will discuss about the configuration process of an algorithm deployment
on a serverless architecture setup. The key aspects of this research are handling concur-
rency, utilizing provisioned concurrency and addressing cold starts. Moreover, practical
implementation monitoring and evaluation is mentioned. This document ensures that
the concept of this research should be clear to implement for any future researchers.

2 Setting up Google Colab

Data Preprocessing and Feature Engineering were performed on Google Colab.

1. Access Google Colab: Start a google colab in browser. To create a new notebook
click on, File >New Notebook.

2. Upload Raw dataset: Use the following 1 code to upload the dataset and preview
the data in fig 2.

3. Now in next step, drop the irrelevant Columns, as shown in fig 5.

4. Handled Missing values: This keep the dataset ready for further analysis shown in
fig 3 and 4.

Figure 1: Upload the Raw dataset

1



Figure 2: Preview data

Figure 3: Missing values

Figure 4: After handling missing values
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Figure 5: Drop irrelevant columns

Figure 6: Logistic Regression

5. The logistic Regression model was used to set a starting point and access the data-
set’s ability to make predictions 6.

6. Next step will be,save and download the preprocessed data as a CSV file format as
shown in fig 7.

At this step 1, data is preprocessed with train model and ready for further analysis.

1https://colab.google/
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Figure 7: Download the preprocessed dataset

Figure 8: S3 Bucket creation

3 Configure AWS services

3.1 AWS S3 :

Amazon S3 was used to store and manage the preprocessed dataset 2.

• Create a Bucket: Open the AWS Management Console, navigate it on S3 and
click on create new bucket as shown in fig 8. Type the bucket name, select the
region and click on the create button.

• Keep the bucket versioning enabled.

Upload the dataset :

• Go to the created bucket and click on upload.

• Upload the CSV file which has been preprocessed 9.

2https://aws.amazon.com/s3/
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Figure 9: Upload the refined dataset in AWS S3

Figure 10: Create a Cloud9 Environment

3.2 Setting up AWS Cloud9 for development

In this research, AWS Cloud9 and Amazon EC2 were development environment for
writing, testing and preparing python scripts.This provided a simple way to code,
debug and package scripts for development on AWS Lambda .

Step to create Cloud9 Environment:

• In the AWS Console, click on Cloud9 and then create an environment 10.

Please find the below snap of it.

• After setting up cloud9, in fig is the details of the environment 11.

• Install Python Libraries: Below are the commands to run on cloud9 envir-
onment. It will install the python libraries which are neccessary to run the
Lambda function.

1) python3 -m venv x23155906_RIC

2) source x23155906_RIC/bin/activate

3) cd x23155906_RIC/

4) mkdir lambda_package

5) pip install boto3 pandas numpy

6) vi lambda_function.py

7) zip -r ../function.zip .

Required libraries has been installed3.

3https://aws.amazon.com/cloud9/
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Figure 11: Details of cloud9 creation

Figure 12: Create a lambda function

3.3 AWS Lambda

AWS Lambda has been used in an efficient way to execute the algorithms. In this
research its scalability and pay as you go system made an precise platform to test.
Created two lambda functions each of which is used for testing and performance
comparisons. Below are the steps followed for deploying both algorithms 4.

Create Lambda Functions:

• Navigate to Lambda >Create function in the AWS console 12.

• Select Author from Scratch then select a runtime as Python 3.9 as shown in
fig.

• You need to set the appropriate execution role to have the access to AWS S3.
Finally click on create function.

• Then upload a .zip file of your code and packages which u fetched it from cloud9
environment.
Resource Allocation

• select the ’Configuration’ tab to set the memory allocation and in that there
will be ’General Configuration’ setting.

4https://aws.amazon.com/lambda/
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Figure 13: Resource allocation

Figure 14: Set Provisioned Concurrency

• For example, as per below snap 13, it is allocated to 1024MB memory size. In
this research, did testing on different memory configurations.
Enable Provisioned Concurrency :

• After doing cold start performing, next step is to set the provisioned concur-
rency for pre-warming.Created an alias for provisioned concurrency, to manage
the function and integrate the function url as shown in fig 14 .

• Set the right instances, in our research we set as 10 and add this has been
configured in alias setting.
Test the Lambda Function

• Now, for testing the lambda function.Select the Test tab in AWS Lambda page,
then ’Create a new event’ and give the test-name which you preferred. Here
we gave pso-test.

• Next, in ’Event Json’ section input below parameter which describes about the
bucket name and file key.

{

"BUCKET_NAME": "x23155906-devashree-ric",

"FILE_KEY": "processed_data_new (2).csv"

}

Save and click it on ’Test’ to run the function.

3.4 Postman for testing

• Install the postman through browser 5.

• Open the postman and create a new Post request.

5https://www.postman.com/
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Figure 15: Python Script on Vs code

• Add the Lambda function url in it to request the function for post testing.

• After that click on new send button it will give a status code of 200 ok, which
means the execution was done successfully.

• The purpose of using Postman was to check the API Post testing of a lambda
function in a way for robust verification of lambda functionality.

3.5 Setting up Visual Studio Code

Visual Studio Code was used to automate high concurrency testing of lambda
functions.

• Install python extensions with version 3.12.8.

• Write the Script for sending multiple requests to lambda function at once,using
single python script.

• Put your lambda function url and change the number of range, for instance in
our research we set it as 5 as shown in fig 15.

• Run the code on VS terminal as mentioned in below command:
python 1024 mb-prewarming.py

3.6 Monitoring in AWS CloudWatch

AWS CloudWatch was used to monitor the lambda performance 6.

• Review Metric : Go to the AWS Lambda and choose the ’Monitoring’ tab, here
you will see the graph of detailed performance metrics such as: duration, error
rates, invocations and so on as shown in fig 16. This will help to figure out
efficiency and reliability of lambda function.

6https://aws.amazon.com/cloudwatch/
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Figure 16: Review Metrics

Figure 17: CloudWatch Logs

• Access logs : You can see the log files below CloudWatch metrics, in that you
will get to know the detailed output of the code as well the performance metrics
17.
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