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1 System Setup 
 

In this section we describe the configuration necessary to run the hybrid cloud edge 

computing architecture with blockchain support to deploy, test. The hardware and software 

configuration is part of the setup, and it is required to be the successful implementation of the 

system. 

 

1.1 Hardware Configuration 

 

The system requires the following hardware components: 

 

1. Edge Devices: Prove that there is no lullaby on Earth that could relax the brains of 

Mr Snowden and Mr Cole. To accomplish this, we suggest the use of AWS EC2 

t2.medium instances. 

 

2. Cloud Nodes: For the computationally intensive tasks use AWS EC2 m5.large 

instances. 

 

3. IoT Devices: Data for sensors (e.g., temperature and humidity) are generated by 

scripts such that they are simulated. 

 

The network setup must have API Gateway which sits in the gap between the IoT devices 

and the processing nodes. Make sure that all devices are connected to the internet through a 

safe and stable connection. 

1.2 Software Configuration 

 

Install and configure the following software: 

 

 AWS Cloud Services: Setup Amazon S3, Lambda, RDS, API Gateway, Athena. 

Each service must be correctly provisioned using AWS Identity and Access 

Management (IAM), correctly provisioned and the permissions must be assigned. 

 

 Blockchain Framework: For data integrity and security use Hyperledger Fabric. 

Item 1: Set up 2 - 4 peer nodes, a certificate authority (CA) and smart contracts 

(chaincode). 

 

 Programming Environments: To code task scheduling algo and Hyperledger Fabric 

chaincode in Hyperlode Fabric, python for task scheduling algorithm and Golang is 

installed. 
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 Containerization: Embedded your Hyperledger Fabric components using Docker to 

deploy and manage. 

 

 Development Tools: Performance analysis and visualisation Jupyter Notebooks. 

 

To ensure all installations run smoothly and securely try ensuring all installations are running 

on their latest stable versions. 

 

2 Implementation Steps 
 

In this section, the step by step procedure to implement the system and deploy its components 

is delineated. 

 

2.1 Task Scheduling Setup 

 

1. Using Python develop the Weighted Round Robin (WRR) algorithm. 

 

 We assign weights to edge and cloud nodes based on their computational 

capacities. 

 

 The algorithm needs to be integrated into AWS Lambda functions. 

 

2. Make WRR algorithm dynamic and configure AWS Lambda to allocate tasks in that 

fashion. 

 

 Edge nodes do low latency tasks. 

 

 Cloud nodes are told to do computationally intensive tasks. 

 

3. Simulate task loads and monitor task distribution with the algorithm. 

 

2.2 Blockchain Integration 

 

1. Deploy Hyperledger Fabric using Docker: 

 

 Set up two organizations (Org1 and Org2), with peer nodes and a CA, configured. 

 

 Efficiently validate transaction with Raft consensus mechanism set up. 

 

2. Write and deploy smart contracts (chaincode) in Go: 

 Implement functions for adding and querying data on the blockchain. 

 

 Enforce access control policies and validate data integrity. 

 

3. Log IoT data transactions by connecting blockchain to AWS Lambda. 
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2.3 Data Storage and Querying 

 

1. Store raw IoT data into Amazon S3. 

 

2. Store structured data in Amazon RDS. 

 

3. Query processed data stored in S3, RDS and use Amazon Athena. 

 

 When it comes to analyzing data, create schemas and SQL queries as the most 

effective ways. 

4. Test the end-to-end data flow from ingestion to storage and querying. 

 

3 Performance Evaluation 
 

The third section describes the procedure to compute the system performance with respect to 

key metrics. 

 

3.1 Latency Testing 

 

1. Use scripts to simulate the IoT sensor data as real time. 

 

2. Time tasks are processed edge and cloud nodes are measured. 

 

 We capture task initiation and completion timestamps using logging tools. 

 

3. Find out how low latency and high computation tasks compare. 

 

3.2 Resource Utilization Analysis 

 

1. Measuring CPU + memory usage of edge and cloud nodes during task execution. 

 

 Track resource usage on AWS CloudWatch. 

 

2. Analyze the resource usage trends to evaluate effort of task allocation. 

 

3.3 Scalability Testing 

 

1. Simulate from 10 to 1000 of IoT devices slowly, with an increase in those. 

 

2. We observe the performance of the system in terms of latency as well as throughput. 

 

 Make sure that the WRR algorithm can automatically adapt to load increase. 
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3. Another example of why to run Machine Learning models in the cloud: Identify any 

bottlenecks too and optimize task scheduling or resource scaling. 

 

3.4 Blockchain Security Validation 

 

1. Making any unpermitted changes to the ledger of the blockchain. 

 

2. Verify that Hyperledger Fabric prevents data tampering and enforces data integrity. 

 

3. Test audit trail functionality by retrieving and validating transaction logs. 
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4 Appendix 
Screenshots of the setup: 
API gateway method for receiving iot data: 
 

 
IoT data sending process: 

 
Data stored as JSON on aws s3 buckets: 
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Athena queries on the data: 

 
Athena Queries Output: 

 
Cloudwatch evaluation metrics: 
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