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1 Introduction

In today’s cloud-centric landscape, ensuring the security and integrity of your AWS re-
sources is paramount. Amazon CloudWatch offers a robust solution for monitoring,
logging, and alerting, enabling comprehensive visibility into your cloud infrastructure.
This manual guides you through designing and implementing a comprehensive cloud se-
curity monitoring tool using AWS CloudWatch Logs and the CloudWatch Console. By
following these steps, you'll establish a secure, scalable, and efficient monitoring system
tailored to your organization’s needs.

2 Prerequisites
Before embarking on this implementation, ensure you have the following;:

e An active AWS account with administrative privileges.

Basic understanding of AWS services, especially IAM, EC2, and CloudWatch.

AWS CLI installed and configured on your local machine.

SSH client for accessing EC2 instances.

3 Step 1: IAM Role Creation and Policy Attachment

Proper TAM roles and policies are foundational for secure access management within
AWS. This step involves creating an IAM role with the necessary permissions to allow
CloudWatch to interact with various AWS services.

3.1 Creating the IAM Role
1. Navigate to IAM Console:

e Log in to the AWS Management Console.
e Go to [Services ;, TAM.

2. Create a New Role:

e Click on Roles in the sidebar.


https://console.aws.amazon.com/iam/

e Select Create role.
3. Select Trusted Entity:

e Choose AWS service.
e Under Use case, select EC2.

e (Click Next: Permissions.

3.2 Attaching IAM Policies
4. Attach Managed Policies:

e In the policies list, search and select:

— CloudWatchReadOnlyAccess
— S3ReadOnlyAccess
— EC2ReadOnlyAccess

5. Review and Create:

Click Next: Tags (optional to add tags).
Click Next: Review.

Name the role cloudmonitorrole2024.

Add a description, e.g., “Role for Cloud Monitoring with read-only access.”

Click Create role.

3.3 Creating and Attaching a Custom Policy

6. Create a Custom Policy:

e In the IAM console, navigate to Policies.
e (lick Create policy.
e Select the JSON tab.

7. Define the Policy:
Custom IAM Policy for CloudWatch Configuration

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"ssm:PutParameter",
"ssm:GetParameter",
"ssm:DeleteParameter"
1,

"Resource": "arn:aws:ssm:*:*:parameter/CloudWatchConfig/*"

2



8. Review and Create:

e (Click Next: Tags.

e (Click Next: Review.

e Name the policy AllowSSMPutParameterForCloudWatchConfig.
e Add a description.

e (Click Create policy.

9. Attach the Custom Policy to the Role:

e Navigate back to Roles.

e Select cloudmonitorrole2024.

e (Click Add permissions ; Attach policies.

e Search and select A1lowSSMPutParameterForCloudWatchConfig.
e (lick Attach policies.

e IAM > Roles > cloudmonitorrole2024 @ ®
Identity and Access < 1 cloudmonitorrole2024 i
Management (IAM) Allows EC2 instances to call AWS services on your behalf.

\\ Q Search IAM \ Summary

Creation date ARN Instance profile ARN
Dashboard October 25, 2024, 15:21 (UTC+05:30) [0 am:aws:iam::557690616848:role, itorrole2 I i 76906 16!
024 profile/cloudmonitorrole2024
¥ Access management
Last activity Maximum session duration
prergros @9 minutes ago hour
Users
Roles
Policies Permissions Trust relationships Tags Last Accessed Revoke sessions
Identity providers E—
Account settings Permissions policies (6) info @ Remove

Root access management New
You can attach up to 10 managed policies.

¥ Access reports Filter by Type

Access Analyzer [ Q search | [ All types v | 1 )
External access - g g
Unused access 0| Policy name [2 a | Type v | Attached entities v
Analvzer settinas - — e m——— - - -

Figure 1: Figure 1: IAM Role Creation

4 Step 2: CloudWatch Log Groups Setup

Organizing logs into distinct log groups facilitates efficient monitoring and management.
This step involves creating log groups for various AWS resources and configuring retention
policies.



4.1 Creating Log Groups
1. Access CloudWatch Console:

e Navigate to Services ;, CloudWatch.

2. Create Log Groups:

e In the sidebar, select Logs ; Log groups.

e (lick Create log group.

e Create the following log groups:

— monitorloggroupec22024 for EC2 instance logs.

— monitorloggroups32024 for S3 bucket logs.

— monitorloggrouplambda2024 for Lambda function logs.

4.2 Configuring Retention Periods

3. Set Retention Policy:

e For each log group, select it from the list.

e (Click Actions ; Edit retention.

e Choose the desired retention period (e.g., 14 days for EC2 logs).

e Click Save.

e CloudWatch > Loggroups > monitorloggr 024 > i-09137beed64acadd3
> 2024-12-08T17:56:55.0027 2024-12-08
Cloudwatch <
> 2024-12-08T17:56:55.0027 2024-12-08
Favorites and recents > > 2024-12-08T17:56:55.0022 2024-12-08
Dashboards New a > 2024-12-08T17: 0027 2024-12-08
> 2024-12-08T17:56:55.0022 2024-12-08
» Alarms Ao @o @o
> 2024-12-08T17:56:55.0027 2024-12-08
¥ Logs
> 2024-12-08T17: 2024-12-08
Log groups New
> 2024-12-08T17:56:55.002Z 2024-12-08
Log Anomalies
. " > 2024-12-08T17:56:55.002Z 2024-12-08
Live Tail
. > -12- :56:55. -12-
Logs Insights New 2024-12-08T17:56:55.0027 2024-12-08
Contributor Insights > 2024-12-08T17: 0027 2024-12-08
> 2024-12-08T17:56:55.0027 2024-12-08
v Metrics
> 2024-12-08T17:56:55.002Z 2024-12-08
All metrics
> 2024-12-08T17: 0027 2024-12-08
Explorer
> 2024-12-08T17:56:55.0027 2024-12-08
Streams
> 2024-12-08T17:56:55.0022 2024-12-08
» X-Ray traces New > 2024-12-08T17:56:55.002Z 2024-12-08
» Events > 2024-12-08T17: 0027 2024-12-08
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Figure 2: Figure 2: CloudWatch Log Groups



https://console.aws.amazon.com/cloudwatch/

5 Step 3: EC2 Instance Launch and Configuration

Launching and configuring an EC2 instance serves as the foundation for deploying the
CloudWatch agent, which collects and sends logs and metrics to CloudWatch.

5.1 Launching the EC2 Instance
1. Navigate to EC2 Console:

e Go to|Services ; EC2.
2. Launch Instance:

e (Click Launch Instance.
e Choose an Amazon Machine Image (AMI), e.g., Amazon Linux 2.
e Select an instance type, such as t2.micro.

e (Click Next: Configure Instance Details.
3. Configure Instance Details:

e Assign the IAM role cloudmonitorrole2024 to the instance.
e Ensure Auto-assign Public IP is enabled.
e Click Next: Add Storage.

4. Add Storage and Tags:

e Configure as needed.
e Add tags for identification, e.g., Name: cloudmonitorec2server.

e (Click Next: Configure Security Group.
5. Configure Security Group:

e Allow SSH (port 22) from trusted IPs.
e Allow necessary ports for CloudWatch agent.

e Click Review and Launch.
6. Review and Launch:

e Review settings.
e Click Launch.

5.2 Creating and Storing Key Pair
7. Create Key Pair:
e During the launch process, select Create a new key pair.

e Name it cloudmonitorkeypair.

e Click Download Key Pair.


https://console.aws.amazon.com/ec2/

e Save the .pem file securely.
8. Secure Storage:

e Store cloudmonitorkeypair.pem in a secure location.

e Set appropriate permissions (see Step 4).

5.3 Configuring CloudWatch Agent

After launching the EC2 instance, SSH into it to install and configure the CloudWatch
agent.

e EC2 > Instances > i-09137beed64acada3 e B
a
Dashboard < Instance summary for i-09137bee464acad443 (cloudmonitorec2server) info @ ( Connect ) ( Instance state ') ( Actions ')
EC2 Global View Updated less than a minute ago
Events Instance ID Public IPv4 address Private IPv4 addresses
I0) i-09137beed64acada3 I0) 16.16.28.11 | open address [ 0 172.31.285
¥ Instances
Instances 1PV6 address Instance state Public IPv4 DNS
- @ Running [w]
Instance Types ec2-16-16-28-11.eu-north-1.compute.amazonaws.com
Launch Templates open address [2
Spot R it
potRequests Hostname type Private IP DNS name (IPv4 only)
Savings Plans IP name: ip-172-31-28-5.eu-north-1.compute.internal [0 ip-172-31-28-5.eu-north-1.compute.internal
Reserved Instances X "
Answer private resource DNS name Instance type Elastic IP addresses
Dedicated Hosts 1Pv4 (A) t3.micro -
G ity Re ti
apacily Reservations Auto-assigned IP address VPCID AWS Compute Optimizer finding
v Images I0] 16.16.28.11 [Public IP] Q) vpc-00b0c55d2770deedf [2 (@ Opt-in to AWS Compute Optimizer for recommendatio
ns,
AMI
o | Learn more [2
AMI Catalog
1AM Role Subnet ID Auto Scaling Group name
v Elastic Block Store IE cloudmonitorrole2024 [2 IE subnet-00f7cf98f52a160da [2 -
Mol IMDSv2 Instance ARN Managed
Snapshots Required [0 armaws:ec2:eu-north-1:557690616848:instance/i-09  false
137bee464acadd3

Lifecycle Manager

Figure 3: Figure 3: EC2 Instance Launch

6 Step 4: Secure SSH Key Setup

Securing the SSH key ensures that only authorized personnel can access the EC2 instance,
mitigating potential security risks.

6.1 Restricting Key File Access

1. Set Permissions:

e On your local machine, navigate to the directory containing cloudmonitorkeypair.pem.

e Run the following command to restrict access:

chmod 400 cloudmonitorkeypair.pem

2. Verify Permissions:

e Ensure that the key file is readable only by the owner.

e Use the 1s -1 command to verify:

1s -1 cloudmonitorkeypair.pem



A newer release of "Amazon Linux" is available.
Version 2023.6.20241028:
Version 2023.6.20241031:
Version 2023.6.20241111:
Version 2023.6.20241121:
Run "/usr/bin/dnf check-release-update" for full release and version update info
#

~\_  H##H_ Amazon Linux 2023

~~ \_#E#ER\

~~ \###|

e \#/ ___ https://aws.amazon.com/linux/amazon-linux-2023
U~

A newer release of "Amazon Linux" is available.
Version 2023.6.20241028:
Version 2023.6.20241031:
Version 2023.6.20241111:
Version 2023.6.20241121:
Run "/usr/bin/dnf check-release-update" for full release and version update info
#

’ -

~\o ##HE_ Amazon Linux 2023

~~ o \_HE#BR\

o \###|

o \#/ ___ https: //aws.amazon.com/linux/amazon-linux-2023
V~' '

—[m/*
Last login: Sun Dec 8 18:00:32 2024 from 49.43.161.242
[ec2-userdip-172-31-28-5 ~]$

Figure 4: Figure 4: SSH Key Permissions

7 Step 5: CloudWatch Agent Installation and Con-
figuration

Installing the CloudWatch agent on the EC2 instance enables the collection and trans-
mission of system metrics and log data to CloudWatch.

7.1 Installing the CloudWatch Agent
1. SSH into EC2 Instance:
Connect to your EC2 instance using the SSH key pair.

2. Update Packages:

Ensure that all packages are up to date.

3. Install the CloudWatch Agent:
Install the Amazon CloudWatch agent using the package manager.

7.2 Running Configuration Wizard

4. Start Configuration Wizard:

Initiate the CloudWatch agent configuration wizard to guide you through the setup
process.

5. Follow Prompts:

e Specify metrics to collect (e.g., disk usage, memory usage).
e Define log files to monitor (e.g., /var/log/cloud-init.log).

e Choose to save the configuration to config. json.



8 Step 6: IAM Role Enhancements for CloudWatch
Agent
Enhancing the TAM role ensures seamless integration with AWS Systems Manager, al-

lowing dynamic management of the CloudWatch agent configuration.

8.1 Attaching AmazonSSMManagedInstanceCore Policy
1. Navigate to IAM Console:

e Go to Services ; TAM.
2. Select the Role:

e Click on Roles and select cloudmonitorrole2024.
3. Attach Policy:

e (Click Add permissions ; Attach policies.
e Search for AmazonSSMManagedInstanceCore.

e Select the policy and click Attach policies.

9 Step 7: Log Monitoring Setup

Setting up log monitoring ensures that logs from various AWS resources are correctly
streamed to their respective CloudWatch log groups.

9.1 Configuring Log Streaming
1. Edit config. json:

e Ensure that the log file paths and log group names are correctly specified.

2. Start the CloudWatch Agent:
Initiate the CloudWatch agent with the specified configuration.

3. Verify Agent Status:
Confirm that the CloudWatch agent is running as expected.

9.2 Setting Log Retention
4. In CloudWatch Console:
e Navigate to Logs ; Log groups.

e Select monitorloggroupec22024.
Click Actions ; Edit retention.

Set retention to 14 days.
Click Save.


https://console.aws.amazon.com/iam/

10 Step 8: CloudWatch Agent Logs and Data Trans-
mission

Ensuring that the CloudWatch agent is functioning correctly involves verifying its logs
and confirming data transmission to CloudWatch.

10.1 Verifying Agent Status
1. Check Agent Status:

Confirm that the agent is running.

10.2 Confirming Data Transmission

2. View Agent Logs:
e Look for messages indicating successful data transmission.
3. Check CloudWatch Console:

e Navigate to CloudWatch ; Logs ; Log groups.
e Select monitorloggroupec22024 and verify that log streams are populated.

e Cloudwatch > Loggroups > monitorloggroupec22024 > i-09137beed464acad43
> 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,930 - util.py[DEBUG]: Cloud-init v. 22.2.2 running ‘modules:config’ at Sun, 08 Dec 2024 17:56:54 +0000. Up 9.. -
Cloudwatch <
> 2024-12-08T17:56:55.0022 2024-12-08 17:56:54,934 - util.py[DEBUG]: Reading from /usr/1ib/python3.9/site-packages/cloudinit/config/schenas/schema-cloud-co. I
Favorites and recents > > 2024-12-08T17:56:55.0027 2024-12-08 17:56:54,934 - util.py[DEBUG]: Read 102081 bytes from /usr/lib/python3.9/site-packages/cloudinit/config/schemas/schem.
Dashboards New - > 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,945 - util.py[DEBUG]: Reading from /usr/1ib/python3.9/site-packages/cloudinit/config/schemas/schema-cloud-co..
P 2024-12-08T17:56:55.0022 2024-12-08 17:56:54,947 - util.py[DEBUG]: Read 102081 bytes from /usr/lib/python3.9/site-packages/cloudinit/config/schemas/schen..
» Alarms Ao @o @o eyl 1 Y Jusr/1ib/py / packages/clou / 8/ 1
P 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,951 - util.py[DEBUG]: Reading from /usr/1ib/python3.9/site-packages/cloudinit/config/schemas/schema-cloud-co..
¥ Logs
> 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,951 - util.py[DEBUG]: Read 102081 bytes from /usr/1ib/python3.9/site-packages/cloudinit/config/schemas/scher.
Log groups New
. P 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,965 - util.py[DEBUG]: Reading from /usr/1ib/python3.9/site-packages/cloudinit/config/schemas/schema-cloud-co..
Log Anomalies
Live Tall > 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,966 - util.py[DEBUG]: Read 102081 bytes from /usr/1ib/python3.9/site-packages/cloudinit/config/schenas/scher.
. > -12-08T17:56: 124 156: . . ing fr /14 i " " i -cloud-
Logs Insights New 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,969 - util.py[DEBUG]: Reading from /usr/lib/p) .9/site-p /e 1g/schemas/schema-cloud-co..
Contributor Insights > 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,969 - util.py[DEBUG]: Read 102081 bytes from /usr/1ib/python3.9/site-packages/cloudinit/config/schenas/schem..
> 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,975 - util.py[DEBUG]: Reading from /usr/1ib/python3.9/site-packages/cloudinit/config/schemas/schema-cloud-co..
v Metrics
> 2024-12-08T17:56:55.0022 2024-12-08 17:56:54,976 - util.py[DEBUG]: Read 102081 bytes from /usr/1ib/python3.9/site-packages/cloudinit/config/schemas/schem.
All metrics
P 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,979 - util.py[DEBUG]: Reading from /usr/1ib/python3.9/site-packages/cloudinit/config/schemas/schema-cloud-co..
Explorer
> 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,979 - util.py[DEBUG]: Read 102081 bytes from /usr/1ib/python3.9/site-packages/cloudinit/config/schenas/scher.
Streams
P 2024-12-08T17:56:55.0022 2024-12-08 17:56:54,985 - util.py[DEBUG]: Reading from /usr/1ib/python3.9/site-packages/cloudinit/config/schemas/schema-cloud-co..
» X-Ray traces New > 2024-12-08T17:56:55.002Z 2024-12-88 17:56:54,985 - util.py[DEBUG]: Read 102081 bytes from /usr/lib/python3.9/site-packages/cloudinit/config/schemas/schem..
» Events > 2024-12-08T17:56:55.002Z 2024-12-08 17:56:54,995 - util.py[DEBUG]: Reading from /usr/1ib/python3.9/site-packages/cloudinit/config/schemas/schema-cloud-co..

Figure 5: Figure 8: CloudWatch Agent Logs

11 Conclusion

By meticulously following the steps outlined in this manual, you've successfully designed
and implemented a comprehensive cloud security monitoring tool using AWS Cloud-
Watch Logs and the CloudWatch Console. This setup provides real-time visibility into
your AWS resources, enabling proactive security management and ensuring compliance
with organizational and regulatory standards. Regularly review and update your config-

urations to adapt to evolving security requirements and to leverage new features offered
by AWS CloudWatch.


https://console.aws.amazon.com/cloudwatch/
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