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1 Systems Basic Requirements
Any cloud provider with a cloud instance with CPU more than 4 and 100gig of storage
memory.AWS cloud for this case.
Deploy 2 instances , 1 for master and 1 for wroker node
For Ubuntu based servers , run the basic commands to update the kernel and install
basic tools like docker and aws cli.

sudo apt update -y
Install docker by following command.
sudo apt install -y docker

Start the docker services.
sudo systemctl start docker
sudo systemctl enable docker
check the docker is started and working smoothly.
docker –version

Kubernetas setup 

sudo apt-get update

# apt-transport-https may be a dummy package; if so, you can skip that package
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sudo apt-get install -y apt-transport-https ca-certificates curl gpg

sudo mkdir -p -m 755 /etc/apt/keyrings

curl -fsSL https://pkgs.k8s.io/core:/stable:/v1.32/deb/Release.key | sudo gpg --dearmor 
-o /etc/apt/keyrings/kubernetes-apt-keyring.gpg

# This overwrites any existing configuration in /etc/apt/sources.list.d/kubernetes.list

echo 'deb [signed-by=/etc/apt/keyrings/kubernetes-apt-keyring.gpg] 
https://pkgs.k8s.io/core:/stable:/v1.32/deb/ /' | sudo tee 
/etc/apt/sources.list.d/kubernetes.list 

sudo apt-get update

sudo apt-get install -y kubelet kubeadm kubectl

sudo apt-mark hold kubelet kubeadm kubectl 

Enable the kubelet service before running kubeadm 

sudo systemctl enable --now kubelet
sudo apt-get update && sudo apt-get upgrade -y 

Kubernetes requires swap to be disabled 
 
sudo swapoff -a 
sudo sed -i '/ swap / s/^\(.*\)$/#\1/g' /etc/fstab 
 
 
sudo apt-get install -y apt-transport-https curl 
Add packages  
curl -s https://packages.cloud.google.com/apt/doc/apt-key.gpg | sudo apt-key add .
Enable Kernel Modules: Ensure the required kernel modules are loaded: 
 
cat <<EOF | sudo tee /etc/modules-load.d/k8s.conf  
overlay  
br_netfilter  
EOF  
sudo modprobe overlay  
sudo modprobe br_netfilter  
 
Set Sysctl Parameters: Apply sysctl parameters required by Kubernetes: 

cat <<EOF | sudo tee /etc/sysctl.d/k8s.conf  
net.bridge.bridge-nf-call-iptables  = 1  
net.bridge.bridge-nf-call-ip6tables = 1  
net.ipv4.ip_forward                 = 1  
EOF  
sudo sysctl –system  
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.

2 Configuration of kubernetes cluster.

On the master node (control plane), initialize the cluster 
sudo kubeadm init 

mkdir -p $HOME/.kube
sudo cp -i /etc/kubernetes/admin.conf $HOME/.kube/config
sudo chown $(id -u):$(id -g) $HOME/.kube/config 

kubectl apply -f https://docs.projectcalico.org/manifests/calico.yaml

once this is initialized in the control plane a token will be generated 

as shown in the Fig above the join command and hash key is provided.

Once the worker node is connected to the Control plane, the firs step is to create a application 
image for testing . in applications folder a file named app.go is used.
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CPU-intensive web application designed to simulate real-world microservice workloads. This 
application is central to the evaluation and testing of the PID-based autoscaling framework 
within the Kubernetes cluster.This application image file needs to be created.

docker build . -t aimvector/application-cpu:v1.0.0

Apply deployment.yaml  

Kubectl apply –f application/deployment.yaml --validate=false.
in this step the daemonset feature and other services are passed in the deployment feature .

Once the service is deployed  
Deploy metric server. 

Kubectl apply if metrics/metricserver.yaml
Kubectl apply if metrics/traffic-simulator.yaml 

3 Testing the cluster 

To simulate different rates of workloads the replica of the dockerfile can be deployed and 
scaled as required.
Kubectl scale deploy/application-cpu --replicas 2 

the number of load and me varied by changing the number of replicas at the end of the 
command. to study the metrics we can acces the metric server installed and used .
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by using following commands different metrics are obtained as shown in the results below 
kubectl top nodes 
kubectl get nodes
kubectl get pods -o wide 
kubectl get pods -n kube-system

results obtailed from scaling from 12 - > 2 replicas

results from continiuousscaling down 
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results from constant spike in traffic 
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