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1 Introduction

In our initial setup in the development of this Thesis Project an Amazon SageMaker
Notebook has been created to assist us with data preprocessing and preparation stages. In
this notebook, various libraries were imported to support data analysis and manipulation.
After that, Lambda function was developed to integrate it with the model endpoint
that has been created. This Lambda function plays an important role in serving the
model inference requests. Finally to allow external access to the model, an API Gateway
was introduced, acting as an interface from the virtual network to trigger the lambda
function.

2 Amazon SageMaker Al

2.1 NoteBook Creation

Below figure presents the successful creation of SageMaker Notebook with a sufficient
computing resources.Figure [I}

Figure 1: SageMaker NoteBook.

2.2 Data Collection

The dataset was collected from our Virtual Network and can be accessed through below
GitHub link.
https://github.com/Abdu-AJ/ORAN.git


https://github.com/Abdu-AJ/ORAN.git

2.3 Data Exploration

All the Python libraries required to implement the entire project are listed in below figure
Figure 2] and s3 bucket name.
Figure [2|

In [1]: import numpy as np
from sagemaker import get_execution_role
import sagemaker
From sklearn.model_selection import train_test_split
From sklearn.preprocessing import Labeléncoder, Standardscaler, OneHotEncoder
import datetime
import time
import tarfile
import boto3
import pandas as pd
from imblearn.over_sampling import SMOTE
from sklearn.ensemble import RandomForestClassifier
From sklearn.metrics import accuracy_score, classification_report, confusion matrix, precision score, recall score, f1_score,
roc_curve, auc
import sklearn
import joblib
import pathlib
from io import StringIo
import argparse
import os
from sagemaker.sklearn.estimator import SkLearn
from sagemaker.sklearn.model import SKLearnModel
from time import gmtime, strftime

sm_boto3 = boto3.client("sagemaker")
sess = sagemaker.Session()

region = sess.boto_session.region_name
bucket = ‘bucket-sagemaker-ml"

Figure 2: Required Libraries.

2.4 Data Preprocessing and Preparation for SageMaker

Below photos represent data preprocessing workflow. Where the dataset was splited into
features and target labels, then divided into training and testing sets using an 80-20
split. After that to address class imbalance, SMOTE (Synthetic Minority Oversampling
Technique) is applied to the training data. Finally resampled training and testing datasets
are saved as CSV files and uploaded to Amazon S3, making them accessible for SageMaker

trainingFigure [BFigure [4]

In [5]: label encader = LabelEncoder()
df["Day_Type'] = df[ 'Day_Type'].map({ "Weekda
df["Area’] = df['area’].map({'office’: o,

“i 0, "Weekend': 1}) In [9]: features = list(df.columns)
ntial': 1, 'Garden mall': 2}) features

df["RuU_type"] = df['Ru_type'].map({'mac
df[*RU Power | = df['RU_Power’ ].map({ T " 2p) Lo .
df = df.drop(colums=[ 'RU id', 'RU x, out[9]: [lDayi'lrype i
print(df.head()) Hour",
Day Type Hour Area RU type Capacity current load load Percentapge \ .Area >
o e e [ 20 0.0 0.0 RU_type’,
1 a [} [} [} 200 10.0 5.0 *Capacity’,
: o o o o o s current load",
4 ] [ [ 0 200 24,0 12.0 Load_Percentage’,
RU_Power RU_Power']
-] a
1 1
2 1 In [10]: label = features.pop(-1)
3 1 print(label)
a4 1
RU_Power
In [6]: df.columns
out[6]: Index(['Day_Type®, ‘Hour', ‘area’, 'RU_type', 'capacity’, 'current_load’, . _
Load Percentage”, 'R power’ |, In [11]: x = df[features].copy()
dtype="object") y = df[label]

Figure 3: Data Preprocessing and Preparation.

2.5 Random Forest Model Training and Deployment Script

The script uses the provided data set to train a Random Forest Classifier using hyper-
parameters and save the trained model for deployment. The steps followed in this script
were to preprocesses the data, train the model, evaluate its performance on test data,



X_train, X test, y train, y test = train test split(x,y, test size=0.2, random_state=e, shuffle=True)

smote = SMOTE(random_state=42) e
X_train_resampled, y_train_resampled = smote.fit_resample(X_train, y_train)

trainx = pd.DataFrame(X_train_resampled, columns=features)
trainx[label] = y_train_resampled

t
path="trai

testx = pd.DataFrame(X_test, columns=features) testpath ! data
testx[label] = y test , path="test-v-1.csv", bucket=bucket, key_prefix=sk_prefix

Figure 4: Data Preprocessing and Preparation.

and provide key metrics such as accuracy and classification report. These steps were
implemented by the example provided in [Spidy20| (2023])
Our Project Version can be found on—https://github.com/Abdu-AJ/ORAN.git

2.6 Configuring and Launching a SageMaker Training Job

Configuring and launching a SageMaker training job using the Scikit-learn framework by
specifying the training script. Additionally, the job trains the model in the cloud using
the provided training and testing data from S3 Figure [f

In [2@]: FRAMEWORK_VERSION = "1.2-1"

sklearn_estimator = SKLearn(

entry_point="script.py”,

role=get_execution_role(),

instance count=1,

instance_type="ml.m5.large",

framework_version=FRAMEWORK_VERSION,

base_job_name="custom-sklearn"”,

hyperparameters={
"n_estimators™: 1@,
“random_state™: @,

1

use spot_instances = True,

max_wait = 7280,

max_run = 3688

)

In [31]: |# lounch training job, with asynchronous call
sklearn_estimator.fit({"train"”: trainpath, "test": testpath}, wait=True)

Figure 5: SageMaker Training Job.

2.7 Model Retrieval, Deployment, and Endpoint Creation in
SageMaker

Below final steps are used to handle the model being trained in SageMaker. Firstly, it
retrieves the model, then creates a SageMaker model using this artifact. Finally, the
model is deployed to a SageMaker endpoint to serve the model real-time predictions

Figure [6]


https://github.com/Abdu-AJ/ORAN.git

In [32]: sklearn estimator.latest_training job.uait(logs-"None")
artifact = sm_boto3.describe training job(
TrainingJobName=sklearn_estimator.latest training job.name
)["Modelartifacts”]["S3modelArtifacts”]

print("Hodel artifact persisted at " + artifact)

2024-11-28 12:36:47 Starting - Preparing the instances for training

2024-11-28 12:36:47 Downloading - Downloading the training image

2024-11-28 12:36:47 Training - Training image download completed. Training in progress.
2024-11-28 12:36:47 Uploading - Uploading generated training model

2024-11-28 12:36:47 Completed - Training job completed

Model artifact persisted at s3://sagemaker-us-east-1-423623834574/custom-sklearn-2024-11-28-12-34-20-279/output/model. tar.gz

In [33]: model name - "Custom-sklearn-model-" + strftime("%Y-%n-%d-%H-%1-%5", gntime())
nodel = SKLearntlodel(

name - model_name,

model_data-artifact,

role-get_execution_rele(),

entry_point="script.py”,

framework_version=FRAMEWORK_VERSION,

)

In [34

endpoint_name = "Custom-sklearn-model-" + strftime("%Y-%m-Xd-%H--%5", gmtime())
print("Endpointhame={}" . format(endpoint_name))

predictor = model.deploy(
initial_instance_count=1,
instance_type="ml.m4.xlarge",
endpoint_name-endpoint_name,

)

EndpointName=Custom-sklearn-model-2024-11-28-12-38-00

Figure 6: Model retrieval, creation, and deployment.

3 Lambda

3.1 Lambda Function Creation

First chose the suitable Lambda Function name after that chose python 3.12 version as

show in below Figure [7]

= lambda > Functions > Create function

Create function

Choose one of the following options to create your function.

© Author from scratch

O Container image
Startith 3 simple Helo World example

Build a Lambda application from sample code and configuration
presets for common use cases.

‘ O Use ablueprint ‘

Select a container image to deploy for your function.

Basic information

Function name
Enter a name that describes the purpose of your function.

(u.povertama )

Function name must be 1 to 64 characters, must be unique to the Region, and can'tinclude spaces. Valld characters are 3.2, A-Z, 08, hyphens (-, and underscores ().

e language to use to write your function. Note that the console code editor supports only Node.

o 5, Python, and Ruby.
[ Python 312

) ©

you want for your function code.

© x86.64
O améa

Permissions info
By default, Lambda vl .

e this default ole later when adding triggers.

» Change default execution role

» Additional Configurations
Use additional configurations to set up code signing, function URL, tags, and Amazon VPC access for your function

Cancel

Create function

Figure 7: Lambda Function Creation

3.2 Updating Lambda Function Role

First we have to find the Role that is being used by our lambda function as shown in
Figure 8l Then under the IAM role section select the role and press the policy as shown

below Figure[d Finally, edit it Figure
‘Web Services (2024) Figure

as advised by Amazon’s official website



Lambda > Functions > RU_Power_lambda

RU_Power_lambda 5] Copy ARN |
v Function overview o ( Export to Infrastructure Composer ) ( Download v ) L

blagram vesrption

RU_Power_lambda

3 Layers ©

Last modified
4weeks ago

Function ARN

| ey e
Functon URL. rfo

Code | Test  Monitor | Configuration  Aliases | Versions

[SEp— erecution role ©®

Triggers Role name
RU_Power_lambda-role-m2sdasyr [

Figure 8: Lambda Role Update
© 11> o > R powe btz o ©
\dentity and Access < | IRU_Power_lamhda-role-stda:yr.m

Management (IAM)

Q search 1M Summary

g
o 35 2020, 1797 070 r—g o
P . B
f—— S ——
v Access management ©28days ago hour
f——
bemisions | Tustrelatonships | Togs | Last Accessed | Rk sesions
o] _
f— Permissions policies (1) ®
- f—
« Accessreports = ) (rpes V) e
Access Analyzer [ | Policy name 2 Type. v | Attached entities. v
et
s LK . !
oy st
© 1> e > ole
dentityand Access < || AWSL icExecutionRole-0a842258-b470-4ef0-8004-b2ef9a7686¢5 v
Management (IAM)
Q search Policy details
CEZIENY | f— -
Customer managed November 27, 2024, 17:07 (UTC) November 27, 2024, 19:14 (UTC) 10 armiawsiam:423623834574:pollicy/service-
s P ee—"

02842258-b470-40-8004-b2ef9a7686c5

v Access management

Usergrous
Users Permissions  Entitiesattached | Tags | COUCYVrSONS | . accessed
oles
polces
centty roders Permissions defined in this policy o Summary
Account setings deni.Tode ¢ usee roup, o ol
R - (@sar )

v Access reports Allow 2 of 438 sarvics) QB o remaining 436 sovces
fecess nalyzer Service. a Access level v Resource

External access
Unused access CloudWatch Logs Limited: Write Multile Noe
Analyzer settings SageMaker Limited: Read Allresources Nore
Gredential report

Figure 10: TAM Role Update

= > polies > Aef0-8004-bersa7685c3 > Edit policy o ©
@ Modify permissions in Modify issit in AWSL i i b470-4ef0-8004-b2ef9a7686¢3 o
pocy ador

Review and save
Edit statement

0

e ala

o Aetion®s “logs:crestetogsrou”,

7 Resurce: *arn s Log s et 14 TIGZIBRAST

s ) Select a statement
ov ‘

10 BT T Selectan existingstatement i the policy o
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157 ——

16 o s o5t 1T TSERAST4 oG s om0 P, Lo

1 1

1 n

19v ¢

» st “visusledieore”,

21 cétect's “allow,

2 Action”: “ssgensker TnokeEncpoint”,

2 hesource”s "

2 )

EER

% 4
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Figure 11: TAM Role Update



4 API Gateway

4.1 API Creation
REST API Creation Figure [12]

SP\Gteusy > APz > Geate AP > Create REST API ®

“reate REST API

API details

Figure 12: API Creation

4.2 Resource, Method and Deploying Creation

First we have to create a resource Figure L3 then a POST method under this resource.
We dont have to forget to connect it to the lambda function as shown in Figure
Finally we have to deploy it so we would be able to trigger it Figure |15]

| Gatewsy > APs > Resoures - RU_Power AP (pdddvll) > Create resource o ©

Create resource

Pl Gateway > APls > Resources - RU_Power APl (pdddnill) > Create method

‘reate method

Method details

Figure 14: Method Creation



Deploy API X

Create or select a stage where your API will be deployed. You can use the deployment
history to revert or change the active deployment for a stage. Learn more [2

Figure 15: Deployment

Method overrides
. ot

Figure 16: API GateWay URL

5 Virtual ORAN Network

The Virtual Open RAN network simulation code can be found at this link—https://github.com/Abdu-
AJ/ORAN.git
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