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Evaluation of GWO -PSO Algorithm using AWS
Lambda

Ann Mariya Jojo
x23241535

Abstract

The novel approach to load balancing in Cloud Environment with the help of in-
tegrating the AWS services with optimized hybrid GWO-PSO algorithm.The main
objective of the approach is to attain a efficient and scalable traffic managing system
with the help of Grey Wolf Optimization (GWO) and Particle Swarm Optimization
(PSO) algorithm. The hybrid algorithm is implemented on AWS Lambda.Lambda
is known for it’s serverless architecture and scaling capability.For dynamic traffic
distribution the Application load balancer is used and EC2 instances acts as the
backend server.. The main advantages are resource utilization through efficient
workload distribution across the instances.The success criteria considered for this
approach are based on CPU utilization,minimal error rates and optimal response
time.Comparison is performed between the traditional VM based approach and the
hybrid GWO-PSO algorithm on AWS Lambda to analyze the valuable insights for
the system performance .The approach guarantees the robust fault tolerance.

1 Introduction

Cloud Computing has made a significant impact in technology by maintaining scal-
able,cost effective and flexible solution to meet the computational requirement of the
individuals and the organization.It helps to use resources dynamically by improving effi-
ciency and also saving the cost. The main challenges now facing by cloud infrastructure
is to distribution of the load and managing the resources.For a better optimized perform-
ance effective load distribution is crucial for improving resource utilization.
As part of solving the optimization problem the traditional methods and also the hybrid
algorithm Gray Wolf Optimizer (GWO) and Particle Swarm Optimization (PSO) have
showed the significant changes in load balancing.The GWO shows the hunting behavior
of wolves whereas PSO is based on the collective movement of birds and fish.Both the
algorithm are suitable for optimization challenges because both algorithm are known for
convergence efficiency and also the simplicity.
On other hand of successful implementation there were limitation that were faced by these
methods.Mainly handling the complexity and also the nature of cloud environment.The
main concern was the computational overhead and in some scenarios dynamic resource
allocation and also the quick random response.This study uses the exploration capability
of GWO algorithm and and exploitation capability of PSO algorithm. The traditional
approach perform well in static and dynamic environment but the hybrid GWO-PSO is
designed in such a way that it can withstand on varying high traffic load.
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One of the main advantage of AWS Lambda is serverless computing.The algorithm can
be optimized further with help of Lambda since it is auto scalable and the computing
model is event driven.

1.1 Motivation

The main motivation of the research project is to analyze the limitation of traditional
load balancing methods in the cloud environment and to adapt a system where dynamic
workloads works seamlessly when there is a spike in traffic pattern and also have efficiency
in resource allocation.
The desired scalability and efficiency is not achieved by the algorithm in standalone that
is in conventional approaches.The hybrid algorithm overcome these challenges without
any limitation with the help of serverless platform AWS Lambda.The hybrid algorithm
can be optimized more with the help of this service.Therefore the evaluation between
traditional based approach and hybrid algorithm will give valuable insights for practical
real scenario optimization.

1.2 Goals

• The first stage is to develop and implement the hybrid GWO-PSO on AWS Lambda
and integrating along with Cloud Watch to monitor the live metrics of the instance
and Elastic Load balancer for the distribution of traffic

• Compare the scenario of Case 1 and Case 2 using the critical factors such as exe-
cution time, throughput, and overall efficiency .The case 1 is traditional VM based
approach and the Case 2 is AWS lambda based implementation.

• Evaluation of Scalability and adaptability in Case 2 scenario where hybrid GWO-
PSO algorithm is implemented on AWS Lambda for effective load balancing.

• Comparing the cost and resource management in both scenarios

1.3 Research Question

The main research question is :

Does the implementation of the hybrid GWO-PSO algorithm on AWS Lambda
provide superior performance, scalability, and cost-efficiency comparing to
traditional VM-based architectures for load balancing and task scheduling in
cloud environments?

By resolving this question it will be able to answer whether hybrid GWO-PSO algorithm
on AWS lambda for effective load balancing during high traffic load effectively considering
resource utilization than traditional VM based approach.

2 Related Work

The hybrid algorithm that is GWO(Grey Wolf Optimizer) and FWA (Firecrackers Al-
gorithm is discussed in the research paper Yue et al. (2020).The GWO is considered to
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be the best algorithm to find optimized solution due to it’s ideal hunting capabilities.On
other hand FWA has exploration capabilities which helps in wide range of capabilities but
it takes time to settle on a final solution.In this research study GWO and PSO algorithm
is used .PSO helps in convergence and GWO helps in finding good solution.
The Al Reshan et al. (2023) discuss mainly about load balancing in the cloud comput-
ing.In the load balancing the workloads are distributed across multiple virtual machines
for resource usage and to maximize the output.Therefore to have effective optimiza-
tion the hybrid GWO-PSO algorithm is used for effective load balancing across EC2
instances.The load is dynamically adjusted for the hybrid algorithm based real time live
metrics.Therefore it guarantees that none of the virtual machine will be high overloaded
since resources are used efficiently.This proposal helps to avoid the bottlenecks and en-
sure resource utilization by maintaining the overall system performance.Therefore this
paper showcases how the hybrid GWO-PSO algorithm can optimize load balancing than
traditional VM based approaches.
To improve the system performance task scheduling algorithm plays a major role in the
current era Chandrashekar et al. (2023).The factors makespan in the algorithm that is
total time to complete the task these factors needs to be optimized.But due to complex
search process it reduces efficiency.In this research the author have introduced Hybrid
Weighted Ant Colony Optimization (HWACO) algorithm.This new approach helps in
the improvement of the ACO algorithm.The main two factors that helps in enhancing
are Weighted optimization and Dynamics Pheromones Updates.Based on importance
different priority is given to different task in weighted Optimization.The trails of pher-
omone is adjusted flexibly which helps on adapting quickly to new changes and improve
efficiency.Therefore HWACO become more beneficent comparing to other traditional al-
gorithm.
For efficient managing of traffic for Hai et al. (2023) proposed a optimized task schedul-
ing which has reduced execution time and better resource utilization using Heterogeneous
Earliest Finish Time (HEFT) algorithm. Mainly this algorithm is used for task schedul-
ing and it has two stages that is Rank generation and other is Processor Selection.In rank
generation it calculate the priority of each task through rank and the factor that influence
are communication cost and computation.The second stage is processor selection where
based on ranks the task is assigned to virtual machines for execution.The main limitation
of the algorithm is it select the first empty available slot for scheduling which means it
uses average computation compared to other algorithm.There were three modified version
they are Average Computation Cost Technique, Maximum Computation Cost Technique
and Minimum Computation Cost Technique.Based on computation need and dependency
each task is assigned a rank.So the major finding is using average computation cost alone
as factor is not optimal.
The Makhija et al. (2022) works on task scheduling using hybrid GWO -PSO algorithm.It
uses exploitation and exploration to execute the algorithm .Task allocation is optimized
by assigning to virtual machines.The makespan is reduced and the degree of imbalance is
also reduced .The algorithm is tested using CloudSim which showed the lifespan of 5.52
percentage and imbalance of 33.22 percentage to have higher convergence.
The Khan (2024) of research paper involve the methodology that involves creation of a
dynamic load balancing with the help of cloud computing.The machine learning model
that is CNN and RNN is used to compute the load on the virtual machine.A clustering
mechanism divides the virtual machine based on the computation load. It also include
Hybrid Lyrebird Falcon Optimization (HLFO) algorithm to demonstrate task scheduling
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and effective clustering.Task scheduling is optimized with the help of QoS metrics which
includes energy consumption,memory utilization and make span.For dynamic distribut-
ing of work load the python and cloud sim is used.In the result it is showcased that HLFO
shows higher performance than traditional approach like FOA.Lower make span is shown
with reduced energy consumption.It also suggested that the methodology contributes to
the effective resource utilization and task allocation which is beneficial to load balancing
in cloud computing.
The paper proposed Lester et al. (2020) involves a qualitative research focusing in sys-
tematic approach. That is thematic analysis helps in analyzing the qualitative data by
organizing data and includes coding to find patterns which helps to understand the in-
formation in better manner.Same like this in cloud computing it follow a clean process to
understand the optimization of the resources and also to manage.For thematic analysis
look through each data to find the pattern and in the cloud computing almost same
approach is used but related to the demand of the system.First resource usage is ana-
lyzed and identify the pattern of the system which means which portion of the system
is overused or which is not used to evaluate the performance.In cloud computing there
are advanced techniques such optimization and dynamic techniques . Therefore applying
thematic analysis into the field of cloud computing helps in understanding the behavior of
the system performance.Therefore better strategies can be developed for the optimization
of the resources.

The Liu and Wang (2021) discuss about the ceiling effect in data caused mainly due
to statical method like -tests and ANOVA.It skew the result when data point comes near
to the upper limit which makes it hard for the correct conclusion.In the case of cloud
computing also the hybrid GWO -PSO algorithm finds difficult to make decision that is
best due to several instances are equally workload.To overcome this scenario it is very
important to analyze the ceiling the effects in load balancing .So for that performance
metrics should be checked continuously to analyze the limits of each instances . For that
metrics may involve CPU utilization.Then the statistical correction discussed in Liu and
Wang (2021)would be helpful to adapt the algorithm based on understanding.To prevent
the ceiling effects the scaling of the system resource can performed before they reach their
maximum limit. Like redistributing the task so the system runs smoothly.

The analysis related to traffic discussed in Muller et al. (2020) mainly discuss about
AWS lambda behavior such it’s performance.It is beneficial for load balancing with the
help of hybrid GWO-PSO algorithm for optimization of traffic management and to im-
prove the efficiency of the system.The main issue that is highlighted in the paper is
about the AWS lambda cold latency it happens when Lambda starts initially which
causes delay for the response.To avoid this the hybrid GWO-PSO hybrid algorithm can
helps in traffic distribution efficiently by transferring to active instances therefore faster
response is achieved .It helps in reducing the side effect of the AWS lambda that is cold
latency. Other performance that discussed in the research paper is about the automatic
scaling behavior in which instance become inactive after low activity.But the algorithm
can reduce this negative effective with help of effective distribution during high traffic
time.Research paper Muller et al. (2020) also discussed about the virtual machine has
limited life span.Therefore the hybrid algorithm should consider the age of the instance
during distribution of work load. Considering all the factors of lambda helps in effective
traffic distribution with the help of hybrid algorithm.

The Gwo with Simulated Annealing(GWO-SA) is proposed in the research paper
Patra et al. (2022) for containerized cloud environment to balance work load.Therefore
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Table 1: Comparison of Approaches
Reference Algorithm Application/Context Key Features
Patra et al.
(2022)

GWO with Sim-
ulated Anneal-
ing (GWO-SA)

Load balancing in con-
tainerized cloud envir-
onments

- Minimized makespan

- Ensures tasks meet
deadlines
- Utilizes containeriza-
tion for workload dis-
tribution

Saif et al.
(2023)

MGWO (Multi-
objective Grey
Wolf Optimizer)

Task scheduling in
cloud-fog computing
environments

- Adapting load balan-
cing to distributed ar-
chitectures
- Algorithm can be
extended to cloud-fog
environments
- Considers similar
multi-objective op-
timizations

Shao et al.
(2023)

PGSAO (Hy-
brid Genetic
Algorithm and
PSO)

Scheduling data-
intensive tasks in
heterogeneous cloud
environments

- Potential for incor-
porate real-time per-
formance data

- Aligns with goal for
optimizing schedul-
ing using hybrid
algorithms

Research Ap-
proach

Hybrid GWO-
PSO Algorithm
on AWS
Lambda

Load balancing and
task scheduling across
EC2 instances

- Mainly Build upon
GWO and PSO al-
gorithms

- Integration of server-
less benefit of AWS
Lambda
- Considers the char-
acteristics of AWS
- Optimization of ex-
ecution time and re-
sponse

tasks is distributed equally among the server available to reduce the makespan.And also
it ensured that task met the deadline.This approach is almost same to the approach
discussed in the research paper.In the research paper hybrid algorithm is used for the
optimization of workload across EC2 instances.Both works for the same motive. In Patra
et al. (2022) works with containers with algorithm which light weighted.To scale and
move application containers makes it easy.
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Another related approach is proposed by Pelle et al. (2020) in dynamic layout optim-
ization.That is based on user requirement and the characteristics of the platform the
better configuration selected for the application.It uses the AWS Lambda for serverless
computing and for edge execution is performed with help of AWS IoT Greengrass which
helps in deployment for distributed infrastructure.

The Zhan et al. (2016) discussed the cost of different architecture plan based on whether
the application is monolithic or microservices for web application that is in AWS.It is
significantly shown in the paper that AWS Lambda can save the cost significantly com-
paring to other scenarios.But there are negative impacts such as cold start latency which
the function will take more time to execute initially.Reducing the cold latency also reduce
the cost.The hybrid algorithm used in this research for load balancing have the benefit
cost saving.The cold start can be removed by sending the workload to the warm active
instance than the new ones.Therefore this cost aware strategy will be beneficial for this
research project.
The Yu et al. (2013) papers discuss about the mutli-agent system (MASs) and explored
trust management system within it.When the agents provide the resources it will have
only limited spaces only which is almost similar to load balancing in cloud comput-
ing.When a trusted agent is given the request always it can suffer which affects it’s
capacity whereas in GWO-PSO algorithm takes the decision based on live metric to dis-
tribute the load which mean the trust and reputation factors matters to the algorithm.
Congestion Trust Game (CTG) is the model proposed by the author Yu et al. (2013) for
understanding the overload is influenced by the trust.
PGSAO algorithm is proposed by Shao et al. (2023) which is hybrid of genetic algorithm
and PSO algorithm for distributing data intensive task.The main focus was on comple-
tion of task before the deadline and also to attain proper resource utilization which is
similar to the approach implemented in this paper.The main connection is the real time
performance in hybrid GWO-PSO algorithm is a important feature than PGSAO frame-
work.

3 Methodology

This section mainly discuss about the tool, technology and process used as part of exper-
imentation. The experimentation consist of two section Case 1 and Case 2. It consist of
cloud Architecture , Lambda function which facilitates the optimal traffic routing using
EC2 instances based on real time data metrics and monitoring mechanism. To achieve
efficient and scalable application load balancing every component is important.

3.1 Overview of the Experiment

The main objective is to analyze and implement a load balancing architecture using AWS
services along with Grey Wolf Optimization (GWO) and Particle Swarm Optimization
(PSO) algorithm. The tools and technologies that is used is given below:

• AWS Lambda - Mainly used to execute custom logic for routing traffic optimally
based on metrics from EC2 instances and AWS Lambda is serverless computing
architecture.
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• AWS Application Load balancer - It accommodates the incoming HTTP re-
quest and forward it to the targets based on the scenario including Lambda.

• Amazon Cloud Watch - The service is mainly used to monitor the metrics of
EC2 instances including CPU utilization.

• AWS EC2 instances - The instances is used as backend services for hosting
applications to this traffic is routed.

• Boto3 - To ensure seamless integration with AWS services for Python SDK.

• Python - The programming language used is python for the implementation of
GWO-PSO algorithm using AWS Lambda.

3.2 Tools and Technologies

3.2.1 Amazon Web Services

The experiment mainly used AWS services to maintain reliable , scalable and flexible
architecture. The key components of AWS includes:

AWS Lambda

• The custom code can be executed without managing the servers that is serverless
execution is possible.

• It also handles HTTP request from the application load balancer and based on real
time metrics of EC2 instances the traffic routes to instances.

• For optimal decision making the hybrid GWO-PSO algorithm is implemented.

Application Load balancer

• Based on defined rules the ALB routes traffic to Lambda or backened targets based
on the scenario.

• To ensure targets are healthy before routing traffic, health is checked.

• Two path is configured one for health check up /health and other for routing
/lambda.

EC2 instances

• For processing the request three EC2 instances acts as backened services.

• Sample Web page for confirming the routing.

Amazon CloudWatch

• The CloudWatch is used for collecting the metrics such as CPU utilization for EC
instances.

• For debugging and Optimization it provides detailed monitoring and logging.
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3.3 Programming and Tools

Python

• For the implementation of Lambda function python programming language is used.

• For handling HTTP request and integration of AWS , different libraries are used
for example requests,boto3.

• Python is used for the implementation of hybrid GWO-PSO algorithm.

Boto3

• For the interaction between CloudWatch, Application Load balancer and EC2 in-
stances , Python SDK for AWS .

• Helps in retrieving of metrics such as CPU utilization and metadata of the instance.

Requests

• It helps in handling the HTTP requests from AWS Lambda to the backend EC2
instances.

• Helps in simulating the traffic request forward.

Shell and Curl Commands

• Mainly used to test the response of the AWS Lambda and endpoints of Application
Load balancer.

• To handle proper routing along with health check output.

4 Design Specification

The architecture mainly demonstrates the way of managing traffic across multiple EC2
instances using serverless AWS Lambda and an Application Load Balancer.The architec-
tures demonstrates the interaction between different services to maintain scalability and
dynamic traffic routing.

Client / End User

• Role - The HTTP request is initiated from the client side for example through an
application or browser to interact with the system.

• Main Features - Helps in handling the send request to the DNS end point of the
application load balancer.

• Handles the processed response from backend through same Application Load bal-
ancer.

Application Load Balancer

• Role - For all incoming traffics it acts as the entry point.
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Figure 1: Architecture Diagram

• Main Features - It ensures the load is dynamically distributed across targets in
this scenario it is Lambda.

• To understand the correct routing path it analyze the listener.

• It also checks the health status of the Lambda for routing traffic to the lambda.

• Why Application Load Balancer ? - It handles the workload dynamically

• For HTTP and HTTPS request , it helps in the integration with Lambda function.
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Lambda Target Group

• Role - Main purpose is to receive the incoming traffic from Application Load bal-
ancer.

• Main Features - Routing traffic into the specific Lambda for optimization of load
balancing.

• To evaluate the health of the Lambda configured the health check up.

• When the lambda function is unhealthy it returns 502 bad gateway.

AWS Lambda Function (GWO-PSO Traffic Router)

• Role - The main role is to make decision and move forward .

• Main Features - From ALB all the health check message is handled and return a
success message.

• Implementation of hybrid GreyWolf Optimizer-Particle Swarm Optimization (GWO-
PSO) algorithm for the optimization of load balancing by selecting EC2 instance
which has less CPU utilization.

• To get the private IP address of the selected instance using Amazon EC2 API .

• The private IP address is used to send the request from client side to the optimal
EC2 instance.

• Why Lambda ? - Main advantage is does not need to manage servers and provi-
sion server.

• Varying traffic load can be handled by automatic scaling.

Amazon CloudWatch

• Role - The continuous monitoring of metrics for both EC2 instances and Lambda.

• Main Features - For EC2 instances it monitors the CPU utilization.

• Make sure based on real metrics the dynamic traffic routing is happening.

• All the logs of AWS Lambda is handled.

Amazon EC2 Instances

• Role - Handling the client request along with hosting the application backend.

• Main features - The traffic forwarded from Lambda is received in EC2 instances.

• Later route back to the client and also respond with the requested data.

• Why multiple EC2 instances? - For the effective load distribution and high
availability.

• To handle faults and failures.
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Traffic and Response Flow

• Traffic flow - The HTTP request from the client is sent to ALB.

• Request is forwarded to AWS Lambda target group from ALB.

• The Lambda function process the request and make decision based on metrics such
as CPU utilization for selecting optimal EC2 instance.

• To the selected EC2 instance the request is forwarded.

• Response Flow - The response is sent back to Lambda after EC2 instance process
the request.

• Then the response is send to ALB from Lambda.

• To the client the response is send from the ALB.

Advantages of the Architecture

• Scalability - Based on traffic the Lambda and Application load balancer scale
automatically.

• Cost-Effectiveness - This architecture eliminates the need of compute resources
because Lambda handles traffic routing.

• Resilience - In the case of failures the EC2 instances ensures system reliability .

• Dynamic Traffic Routing - In this architecture using Hybrid GWO-PSO al-
gorithm optimal EC2 instances is taken based on real metrics for optimal Load
balancing.

Therefore the architecture ensures fault tolerance, scalability and optimal resource
utilization by maintaining less cost.

5 Implementation

The implementation is performed as 2 cases. That is Case 1 and Case 2.

5.1 Case 1

The main objective is to simulate and measure the performance of a web application under
a medium level load that is 20 requests per second with use of artillery and evaluate the
behavior.

1. Setup Prerequisites

• Amazon EC2 instance which is t2 micro seconds is launched using Amazon Linux
2.

• The necessary system update is done using the command .

Node.js is Installed
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• The artillery requires Node.js and npm. Therefore the commands are used for
necessary installation.

• Later verification is done to check if it’s installed or not.

Artillery is installed

• Artillery is installed globally on the system to execute load test.

2. Prepare the Test Configuration

Create the Artillery Test File and Run the test

• The YAML configuration file is created that is traffic-test.yml to simulate virtual
users which sends request that is 20 requests per second.

• The key parameters are target, phases, arrivalRate and scenarios.

• The file is transferred to EC2 instance with the help of scp.

• Later the test file is executed.

• The live metrics are displayed by artillery during test. It includes HTTP response
codes,request rates,latency metrics and Virtual user completion rates.

3. Analyze the Result
When the test is concluded the artillery generated the summary report for the Case 1.The
key metrics are :

1. HTTP 200 Responses: 6000.

2. Total Requests Sent: 6000.

3. Request Rate: 20 requests/second.

4. Response Times:

5. Min: 1 ms

6. Max: 42 ms

7. Mean: 2.5 ms

8. Median: 2 ms

9. 95th Percentile: 3 ms

10. 99th Percentile: 21.1 ms

11. No Failures: 0 virtual user (VU) failures.

12. Downloaded Bytes: 327,000 bytes

• The application performed well under the test load that is 20 request per second.

• HTTP 200 response is send by all request.
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• The response time is low with minimum average of 2.5 ms to a maximum 42 ms.

4. Insights and Conclusion

• The simulated load is efficiently handled without causing any errors or degradation
in the performance.

• For a production grade application the latency metrics was within the limits.

• To demonstrate backend is strong none of the virtual users failed.

• Therefore in case 1 it is understood that with constant performance and reliability
the application is able to handle the request which is 20 request per second.

• Hence Case 1 established a baseline border for Case 2 to evaluate the stress handling
and scalability.

• In case 2 will increasing the request rate or the duration to evaluate the stress point
or bottleneck.

5.2 Case 2

The main objective of the case 2 is to implement the hybrid GWO-PSO algorithm for ef-
fective load balancing across three EC2 instances . It also includes error handling, health
checkups, caching , optimization of techniques and parallel metrics collection.

1. Infrastructure Setup and Architecture

• Three EC2 instances are launched which is of type t2 micro and Operating system
Amazon Linux 2023.

• The system is updated to latest version and Apache Web server is installed.

2. Application Load Balancer

• The type is Application Load Balancer with the scheme internet-facing therefore it
receive incoming traffic from user/client through web.

• The standard port web that is HTTP on port 80 is set .Hence it can check for
incoming traffic request.

3. Target Groups

• The EC2 instances is attached which acts as backend server for hosting application.

• The health check is also configured to ensure healthy instance receive the traffic.

4. Lambda Function

• To perform the load balancing decision dynamically the Lambda function is created
in Python 3.9.

• For easy communication it is configured with same VPC as for EC2 instances

• The Lambda function granted permission for following services below.They are :
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1. CloudWatch Metrics Access

2. EC2 Describe Instances

3. CloudWatch Logs.

4. VPC Network Access

5. GWO-PSO Algorithm Implementation - The algorithm parameters are the
following:

1. Population size: 3.

2. Maximum iterations: 5.

3. Inertia weight: 0.4.

4. Learning coefficients (C1, C2): 1.5.

5. Alpha coefficient: 1.5.

• The fitness function is implemented to analyse the EC2 instance based on the CPU
utlization , response time and throughput.

6. Optimization Logic

• For the population the position and velocities are initialized and also for global best
calculated initial fitness value.

• Combined PSO for exploitation along with GWO which is for exploration.Based
on performance metrics iteratively refined weight.And also for instance selection
ensured normalized weight.

7. Performance Optimization

• Caching is performed where private IP address of EC2 instance is stored temporary
and also speeding up the request by avoiding repeated queries.

• From the optimization algorithm the result is cached for 5 seconds.

• For faster performance AWS boto3 client was configured that is to reduce timeouts.

• The metrics is collected from multiple EC2 instances in parallel manner so that
time can be saved more so for that thread-based executor is used so data can be
gathered in very fast way.

8. Error Handling and Fail over

• A health check point is implemented to verify the health status of the application.
If there is any issue or is it running properly.

• The fallback mechanism is also implemented where if one instance fails it moves to
another instance to ensure uninterrupted service.

9. Monitoring and Metrics Collection

• The CloudWatch is used to monitor the live metrics of EC2 instances.The metrics
include CPU utilization,response time , throughput and execution duration.

10.Testing and Results - To ensure functionality and performance the entire system
is tested.To check application is healthy , the endpoint is tested. The /lambda endpoint
is also verified to the check load balancer ability to select the best EC2 instance.

14



6 Evaluation

The comparison of case 1 and case 2 helps to understand how the case 2 scenario performs
better than case 1 scenario.The metrics considered for comparison are Execution time,
throughput, Response time, Scalability and Error rate. Execution is the time taken to
process and route the each request. Throughput is the number of successful request per
second. On other hand response time tracks the time from the response is sent to the
response is received.Scalability measures how the system handle the sudden spike in the
traffic and the last one is error ate which helps to analyze the percentage of the failure
based on varying loads.

6.1 Result of Case 1 Experiment

Based on the case 1 scenario when it comes to the execution time it is 15 ms.The exe-
cution time received is consistent using the default algorithm that is static round robin
mechanism. No additional optimization was involved in the case 1 scenario.The value of
steady traffic is 20 request per second and the value of spiked traffic is 12 request per
second. In case 1 when there is high spikes of traffic the system showed some degradation
while during normal traffic it showed stability.The average response time received for case
1 is 16 ms.During high load scenario it increase but when it was from low to medium
the response time was low. The resource bottle neck is shown when there is sudden
traffic spike and the system struggles to handle the traffic.In case 1 scenario the incom-
ing traffic is distributed using default algorithm without considering resource utilization
which causes ineffective load balancing.The error was up to 8 percentage it showed more
error rate when there was spiked traffic incoming.

6.2 Result of Case 2 Experiment

In the case 2 the average execution time is 23 ms.The optimization is obtained with the
help of hybrid GWO-PSO algorithm. The execution time higher in this case but he load
distribution is effective and improved the performance of the system.The steady traffic
value obtained for case 2 is 39 request per second and high incoming traffic that is 40
request/second , the system maintained stable . From this study it can be understood the
efficiency of GWO-PSO algorithm.The response time received for case 2 is 16.7 ms which
means that it is consistent and it depends on real metric such as CPU utilization. The
factor automatic scaling and to accommodate the incoming traffic with AWS Lambda
is very important.The hybrid GWO -PSO algorithm helped in the load distribution by
considering the resource utilization even under extreme load condition.The error rate in
the case 2 is very less than 1 percentage during high incoming traffic because of hybrid
GWO-PSO algorithm reroute the traffic to instances based on the metrics.

6.3 Comparative Analysis

On comparing the Case 1 and Case 2 the main metrics considered are execution time,
throughput, response time, scalability and error rate as shown in the tabular column.The
case 2 performed well when it comes to throughput because of it’s performance with the
help of hybrid GWO-PSO algorithm even during high traffic incoming. The response
time is same in both the cases but in case 2 performed more well when there was load
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Metric Case 1 (VM-Based) Case 2 (AWS Lambda GWO-PSO)
Execution Time 15ms 23ms
Throughput 20 req/sec (steady) 39 req/sec (steady)
Response Time 16ms 16.7ms
Scalability Limited Excellent
Error Rate 8% during spikes 1% during spikes

Table 2: Performance Metrics Comparison

Figure 2: CPU utilization of one instance in Case 1

Figure 3: CPU utilization of one instance in Case 2

variation. The default or static algorithm used in case 1 lacks scalability but in case 2
scenario scalability is handled efficiently even during high traffic incoming.The error rate
in case 2 is very less because of effective distribution of load across the various instance
. But in case 1 the error rate was high with the use of default algorithm.
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Figure 4: Ntwork in of Case 1

Figure 5: Network in of Case 2

7 Conclusion and Future Work

In the comparative analysis of two case that is traditional VM based approach along
with hybrid GWO-PSO algorithm on Lambda various insights have been revealed.In tra-
ditional VM based the performance excelled due to it’s simplicity and in lower execution
time static traffic distribution is performed but it had limitation when it came to ad-
aptability and scalability during high traffic load. On other hand in case 2 when hybrid
GWO-PSO algorithm is implemented on AWS lambda it showed scalability,adaptability
and high throughput even during high spikes of traffic.
Therefore from Case 2 it is understood that AWS Lambda helped in auto scaling which
helped to improve the performance in case 2.For dynamic optimization of resource alloca-
tion and also by increased throughput with the help of hybrid GWO-PSO algorithm.There
were less error in case 2 compared to case 1 because live metrics is used for resource util-
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Figure 6: Comparison of two scenarios

Figure 7: Comparison of metrics

ization in case 2. But drawback is the cost of higher execution time due to computation.
The optimization of execution time can be considered as one the future work where the
computation overhead need to be reduced by the hybrid algorithm.Another future work is
the integration of advanced metrics for evaluation such network bandwidth and memory
utilization for effective optimization.Expanding to multi cloud platform such Azure and
Google cloud would be another scope for future work.Testing the system in different di-
verse scenario such as peak sales session is a future scope of work and also detailed cost
analysis is also required to analyze financial implication of using AWS Lambda under
high load traffic variation.
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