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1 Dataset Pre-Processing and Model Training: 

Step 1: Dataset should be uploaded onto Google Drive 

Step 2: Create a Google Colab notebook and link it with Google Drive 

Step 3: Perform data cleaning, data visualization tasks. 

Step 4: Train the Machine Learning models using the pre-processed dataset. 

Step 5: Save the best model for creating the application with the model as its base. 

Google Colab 

2 Application Creation 

Step 1: Using pip, install Flask onto the work environment, VS Code. 

Step 2: create a python file “app.py” 

Step 3: Develop the application by creating the UI and configuring the Fake news classification 

using the Machine Learning model. 

Step 4: Run the application using “python app.py” 

3 Docker Image Creation 

Step 1: Download Docker Desktop. 

Step 2: Build the “Dockerfile” on the working environment. 

Step 3: Enter the specifics of the Application in the Dockerfile to successfully create the Image. 

Step 4: Build the Image by running “docker build -t fakenewsclfapp .” 

4 AWS Deployment 

Step 1: Push the flask application codebase and the accompanying Dockerfile onto a GitHub 

repository. 

Step 2: Log into AWS and Create a sample environment on AWS Elastic Beanstalk with the deploy 

platform set as Docker by uploading the Terraform script on the AWS CloudShell environment and 

running it. 

https://colab.research.google.com/drive/1Si7jJhV81YVudYg__YlxAl3JeTp59-RS
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Step 3: Create a CI/CD pipeline using AWS CodePipeline. 

Step 4: Set the source as the GitHub repository and select the correct branch while configuring the 

pipeline. 

Step 5: Set the deployment platform as AWS Elastic Beanstalk. The CI/CD pipeline is initiated 

once the pipeline is set up. 

 

5 Azure Deployment 

 
Step 1: Download Azure CLI and its extension on VS Code 

Step 2: Connect to the Microsoft Azure account by running the command “az login” on powershell 

terminal. 

Step 3: Choose the correct Azure subscription, which is “1” for student accounts. 

Step 4: Set the appropriate variables for the setting the resource group name, server location, and 

container registry name. 

 

$rgname = "rg-fakenewsclfapp" 

$location = "australiaeast" 

$acrname = "fakenewsclfappacr01" 

Step 5: Create the resource group by running the command “az group create --name $rgname -- 

$location” 

Step 6: Create Azure Container registries repository by running the command “az acr create -- 

resource-group $rgname --name $acrname --sku Basic” 

Step 7: Log into the ACR by running the command “az acr login –name $acrname” 

Step 8: A Docker tag is created using the command “docker tag fakenewsclfapp 

fakenewsclfappacr01.azurecr.io/fakenewsclfapp” 

Step 9: The created Docker tag can be viewed by running “docker image ls” 

Step 10: Enable admin access for the created Azure Container Registry by running the command “az 

acr update -n fakenewsclfappacr01 --admin-enabled true” 

Step 11: Push the docker image onto the created registry using the command “docker push 

fakenewsclfappacr01.azurecr.io/fakenewsclfapp” 

This finishes the ACR repository creation and the Docker image storage part of the Azure 

deployment process. 

 

Step 12: The variables for the Azure Container Apps are set using the commands 

$resourceGroupName = "rg-fakenewsclfapp" 

$acrName = "fakenewsclfappacr01" 

$acrImage = "$acrName.azurecr.io/fakenewsclfapp:latest" 

$location = "australiaeast" 
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$containerAppEnv = "fakenewsclfapp-capenv" 

$containerAppName = "fakenewsclfapp-webapp" 
 

 

Step 13: The Azure Container App environment is setup by running the command “az containerapp 

env create --name $containerAppEnv --resource-group $resourceGroupName --location $location” 

 

Step 14: The ACR repository username and password are fetched by running the below two 

commands one by one. 

 

“$acrUsername = az acr credential show --name $acrName --query "username" --output tsv” 

“$acrPassword = az acr credential show --name $acrName --query "passwords[0].value" --output 

tsv” 

 

Step 15: The Azure Container Apps environment is created for the Docker image deployment using 

the command “az containerapp create --name $containerAppName --resource-group 

$resourceGroupName --environment $containerAppEnv --image $acrImage --registry-server 

"$acrName.azurecr.io" --registry-username $acrUsername --registry-password $acrPassword -- 

target-port 5000 --ingress 'external' --cpu 0.5 --memory 1.0Gi” 

 

6 Locust setup 

Step 1: Install Locust on the work environment on VS Code by running the command 

“pip install locust” 

 

Step 2: Create a file named “locustfile.py” in the directory containing the project. 

Step 3: To run the file and create load on Azure application, run the command 

“locust -f locustfile.py --host=https://fakenewsclfapp-webapp.happypebble- 

97bb53d5.australiaeast.azurecontainerapps.io/ --web-port 5000” 

 

Step 4: To create load on the AWS application, run the command 

“locust -f locustfile.py --host=http://fakenewsclfflaskappenv.eba-4p9z6dkr.eu-west- 

2.elasticbeanstalk.com/ --web-port 5000” 

Step 5: Enter the parameters on the Locust tool such as number of users accessing the site, and the 

frequency at which they should join the load testing sequence and start the load testing process. 
 

 

7 Monitoring tools setup 

Part 1: Microsoft Azure 

 

Step 1: Utilize Azure Monitor Dashboard to create monitoring metrics for the application deployed 

on Azure Container Apps. 

 

Step 2: Choose the resource group, subscription and the application environment to enable the 

metrics to be added to the dashboard. 

 

http://fakenewsclfflaskappenv.eba-4p9z6dkr.eu-west-/
http://fakenewsclfflaskappenv.eba-4p9z6dkr.eu-west-/
http://fakenewsclfflaskappenv.eba-4p9z6dkr.eu-west-/
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Step 3: The metrics chosen for Azure dashboard are CPU Usage, Response Time, and Network I/O. 
 

Part 2: AWS 

Step 1: Use AWS CloudWatch to monitor the operational health of the application deployed on 

AWS Elastic Beanstalk. 

 

Step 2: Select the region, service to open the metrics available to the deployed application, which 

can be later added to the CloudWatch dashboard. 

 

Step 3: The metrics added to the dashboard are CPU Utilization, Application Latency, and Network 

I/O. 


