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Fractional Knapsack Based Optimal Resource
Allocation For Dynamic Cloud Environments

Vyom Dubey
23185732

Abstract

With the growing popularity of cloud applications and cloud services, the cost
of cloud resources are increasing as well. It is due to the drastic increase in the
use of cloud resources by companies, individuals and governments. This leads to
inefficient allocation of cloud resources which result in computation power wastage
and increased latency. Traditional resource allocation algorithms are more focused
towards minimizing time for the allocation of resources rather than allocating the
best resource for the available virtual machine which increase inefficiency and may
lead to under-utilization or over-utilization of resources. The proposed approach
will reduce the inefficiency in the allocation of resources and provide the best op-
timal allocation solution thus benefitting both the cloud service providers as well
as the consumers. The proposed algorithm focuses on allocating the best resource
to the virtual machine by finding the best host for a virtual machine and also tune
according to the dynamic cloud environment requirements in real-time. Using this
approach the cost of cloud resources will be reduced which is beneficiary for both
cloud service providers as well as consumers.

1 Introduction

Cloud resources have became an integral part of today’s fast moving modernized world.
With the increasing number of applications and services being hosted on the cloud en-
vironment, the allocation of cloud resources is overwhelmed and overburdened. The
traditional resources allocation algorithms are not quite efficient and tuned to such surge
in the demand of cloud resources. Using these traditional allocation techniques result
in inefficient utilization of resources and increased cost of cloud resources. According to
a survey the average amount of resources being utilized at a cloud data center is 30%
while the other 70% cloud resources remain idle. Singh et al. (2023) This huge amount of
cloud resources being wasted and unutilized results in increased cost of resources. Such
poor utilization of cloud resources drastically impact the cloud service providers as well
as the consumers. There is need for an efficient allocation approach of cloud resources
to reduce the cost of resources which is beneficial for both the cloud service platforms
(AWS, Microsoft Azure, GCP) as well as the consumers of cloud resources.
The cloud data centers distribute the cloud resources among different virtual machines.
The allocation of the cloud resources among virtual machines is done using scheduling
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algorithms which are responsible for allocation resources top the tasks submitted by
users. Walia and Kaur (2021) Traditional scheduling algorithms such as Round Robin,
Ant Colony and Bin packing algorithms are not effective and efficient under dynamic
heterogeneous cloud environments. Reddy et al. (2024) It is evident from the problem
statement presented above that there is a need of an optimized efficient resources alloc-
ation algorithm which can provide optimal allocation of cloud resources under dynamic
heterogeneous cloud environment. With optimal allocation of cloud resources, the cost
of resources will be decreased drastically benefiting the cloud service providers and the
clients/users.

Research Question. The proposed research statement motivates the following research
questions.

RQ: How well can the fractional knapsack scheduling algorithm using combinations
of resource metrics can increase the cloud resources utilization and optimize the perform-
ance of allocation of cloud resources?

Sub-RQ: How well can the proposed fractional knapsack scheduling algorithm can
improve the performance of allocation of cloud resources using priority of metrics under
different dynamic scenarios and use cases?

Sub-RQ: To what extent can the proposed algorithm optimize the allocation of cloud
resources in comparison with other known scheduling algorithms benefiting cloud service
platforms and consumers?

Taking into the account the research questions above, we have proposed the fractional
knapsack scheduling algorithm which emphasis on increasing the resource utilization and
provide optimal allocation of cloud resources. Also the proposed solution prioritize met-
rics based on different scenario (cpu-intensive tasks or storage-intensive tasks). The
efficiency of the proposed solution is also compared and evaluated against other widely
used scheduling algorithms for allocation of cloud resources.

Table 1: Objectives

Objectives Explanation
Related Work Critical Re-
view

Critically evaluating the gaps in the field and investig-
ating the related work (2020-2024).

Setup Workspace
Integrating the workspace consisting of eclipse, cloud-
sim, and Microsoft Azure tools.

Fractional-Knapsack
Scheduling Algorithm

Developing a virtual machine allocation algorithm using
fractional knapsack technique.

Priority based allocation
Implementing a scheduling algorithm with dynamic pri-
orities of metrics based on different scenario.

Comparison between
Scheduling Algorithms

Comparing results between proposed and other widely
used scheduling algorithms.

Table 1 discusses the objectives of the proposed research solution. The main objective
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of the proposed research solution is solving the problem of under-utilization or over-
utilization of cloud resources by introducing a scheduling algorithm which provides op-
timal allocation of cloud resources. The traditional scheduling algorithms are not con-
figured to handle modern era enormous traffic resulting in wastage of cloud resources.
The proposed solution is aimed towards reducing the cloud resources wastage and in-
creasing the utilization of resources which benefits both the cloud service platforms and
the users. The proposed solution also fulfills the requirement of dynamic cloud environ-
ments by changing the priority of metrics of resources depending on the scenario or the
use case. Also, the objective of the proposed solution is to compare the efficiency of the
novel fractional knapsack resource scheduling algorithm to other scheduling algorithms
to determine the effectiveness of the proposed algorithm under similar workloads.

The main contribution of the proposed research solution is the introduction of a novel re-
source scheduling algorithm which focuses on increasing the utilization of cloud resources
and providing an optimal cloud resource allocation technique. This research solution also
contribute towards developing a dynamic scheduling algorithm, providing an optimal
allocation of resources under different workloads by prioritizing metrics according to re-
spective scenario. Other contribution includes comparing and evaluating the performance
and effectiveness of the proposed novel algorithm to other resource scheduling algorithms.

The research proposal follows the following structure. Next section (Section 2) pro-
poses the related work investigation (2020 - 2024) with respect to the proposed research
question. Section 3 describes the research tools, proposed solution approach an the
methodology of the proposed solution. Section 4 consists of the design specification and
presents the proposed Fractional-Knapsack resource scheduling algorithm. Section 5 nar-
rates the proposed solution implementation. Moving forward, the Section 6 demonstrates
the experiments conducted, discussion of the results and the evaluation of the proposed
solution. Section 7 describes the conclusion of the proposed novel approach along with
the future work.

2 Related Work

2.1 Introduction

This section outlines the previous related work done related to the optimization of al-
location of cloud resources using novel approaches and methods. In order to develop an
optimal scheduling algorithm we need to understand the gaps in the work done previously
by evaluating the importance of scheduling algorithms in cloud computing, importance of
optimal allocation of cloud resources using scheduling algorithms, impact of multi-tenant
scheduling algorithms on the allocation of cloud resources and the impact of priority
based scheduling algorithms in dynamic cloud environments.

2.2 Importance of scheduling algorithms in cloud computing

The research paper emphasizes the role of scheduling algorithm in the working of the
cloud computing. The author differentiates between different scheduling algorithms avail-
able along with their advantages and disadvantages. This study also concluded that the
scheduling algorithm will always remain a challenging part of cloud computing, specially
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when subjected to dynamic cloud environments. The author has done great work in em-
phasizing the impact of scheduling algorithms in cloud computing but failed to provide
a practical evidence to support the argument. Wang and Wang (2022)

The author discusses the importance of scheduling algorithms in the efficient working
of cloud environment. The author states that the scheduling algorithms are essential to
prevent the underuse or overuse of the cloud resources to achieve optimal utilization of
resources, improve quality of service (QoS) and to reduce makespan (total execution time
to complete tasks). The author discusses the working of scheduling algorithms along with
experiments conducted to provide evidence to the results but fails to compare different
type of algorithms extensively and only compared the algorithms with same ideology.
This prevents fairness in the evaluation and introduces limitations and more experiments
using other types of scheduling algorithms are needed. George et al. (2021)

The paper highlights various benefits of efficient scheduling algorithm such as maximum
resource utilization, improved scalability to different workloads and reduced makespan
(total execution time). The author discusses the vital role of scheduling for efficient
resource optimization, reduced cost efficiency and increased quality service but fails to
conduct any experiment to establish the argument.Manchanda et al. (2023)

The author discusses the crucial role of scheduling in cloud computing which directly
impacts the resource utilization, cost of resources and the total time taken to complete
the tasks. The paper experiments various metaheuristic techniques with different hybrid
algorithms. The author concludes that the combination of different algorithms and tech-
niques can perform better than the traditional scheduling algorithms. The approach to
combine more than one algorithm for scheduling seems to be a great approach whereas
the overuse of complex metaheuristic algorithms can increase the complexity and the
computational overhead of the scheduling algorithm resulting in increase in latency of
cloud resources. Khare et al. (2023)

2.3 Impact of scheduling algorithms on the utilization of cloud
resources

The author compares two approaches namely modified particle swamp optimization al-
gorithm and genetic algorithm on the basis of energy consumption and resources utiliza-
tion. The modified particle swamp optimization performs better than genetic algorithm
by 48.39% in resources utilization resulting in much less energy consumption as well and
reducing the cost incurred. The author establishes the fact that the cost of resources
is directly related to the utilization of resources whereas used only complex algorithms
which might induce computational overhead resulting in inefficient allocation of cloud
resources. Supreeth et al. (2022)

The research paper discusses the essence of resource allocation and task scheduling being
directly connected to the optimal optimization of resources and reduction in the cost of
cloud resources. The author compares Deep Q-network(DQN) and Dynamic Heuristic
Johnson Sequencing(DHJS) algorithms along with proposed scheduling algorithms. The
experiments concluded that the proposed algorithm which is better than other compare
algorithms in term of resource utilization and task scheduling excel other algorithms in

4



term of performance and energy efficiency as well. Hemanth et al. (2024)

Presents a powerful reinforcement learning algorithm Deep Deterministic Policy Gradi-
ent(DDPG) aimed towards improving scheduling of resources and portrays the direct
relationship between scheduling resources and the utilization of resources resulting in
increase in the cost efficiency of cloud resources. Author compared the results with the
traditional method of scheduling of resources but fails to specify the method used for
comparison which questions the integrity of the experiments conducted. The experi-
ments conducted are difficult to replicate and appeal to the authenticity of the research.
Singh Panesar and Jain (2023)

The author establishes the connection between the energy consumption, cost of cloud
resources and the utilization of resources. The author proposes minimum migration time
(MMT) approach to increase the resources utilization and decrease the ideal time of re-
sources to decrease the energy consumption and the cost of cloud resources. Though the
research demonstrated useful correlations and outcomes but the experiments where not
done on real-time data and the results might not be significant in real world applications.
Bhandary et al. (2021)

The papers emphasizes on the cost per unit of cloud resources, the importance of job
scheduling and the utilization of resources with the help of different metaheuristic ap-
proaches.The author compares different scheduling algorithm approaches but fails to
provide evidence to the findings of the research paper using experiments. The research
does not contribute much to the field due to the inability to provide evidence for the
findings. Reddy and Reddy (2021)

In this research author compares various scheduling approaches in terms of makespan,
average resource utilization, throughput and energy consumption. The author estab-
lishes that the cloud data centers can benefit by using optimized scheduling approach,
smaller makespan and efficient resource utilization. The study also conducts experiments
between different scheduling approaches and found that PSSLB and TASA have achieved
highest resource utilization and minimum makespan and minimum energy cost. This
study establishes the clear direct correlation between optimized scheduling algorithms
and utilization of cloud resources resulting in minimum cost of resources. The study is
important to the field of cloud computing due to the extensive experiments conducted
and important findings and can be very beneficial in developing an optimized scheduling
approach. Ibrahim et al. (2020)

2.4 Impact of priority based scheduling algorithms in dynamic
cloud environments

The research proposes a dynamic priority based cloud task scheduling algorithm. Calcu-
lations are evaluated to establish the significance of priority based approach in resource
scheduling but the author fails to conduct experiments providing results with the pro-
posed approach and also no comparison of results with other scheduling algorithms is
done. The calculations and evaluations of the proposed approach is important to the
field but lacks support due to absence of real-time experiments. Bo et al. (2022)
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The author proposed a dynamic multi-level task scheduling (DMLTS) priority based al-
gorithm for allocation of cloud resources.The proposed algorithm is compared with other
scheduling algorithms such as Multi-objective Optimization and Cat Swamp Optimiza-
tion using experiments which presents that DMLTS is better in performance than other
scheduling algorithms with better resource utilization. Karthik et al. (2023)

The proposal uses a M/M/n queuing model and a priority assignment algorithm for
allocation resources to the virtual machines. The author evaluates the working of the
proposed solution along with other known scheduling algorithm such as BATS, IDEA
and BATS+BAR to determine the performance and efficiency of the proposed solution.
Also three different scenarios with different priorities are demonstrated to understand
better the use case of the priority based algorithm. The author evaluates the proposed
algorithms and using experiments found that the proposed solution outperforms other
known scheduling algorithms in terms of resource utilization and waiting time. The re-
search provides an important value to the field stating the performance and efficiency
of scheduling algorithm is improved with priority based algorithm using experiments
whereas the experiments could have been more intensive with comparison between more
types of scheduling algorithms providing useful insights into the experiments and evalu-
ations. Lipsa et al. (2023)

The research proposes a priority based round-robin scheduling algorithm. The remain-
ing execution time of the task is compared with the newly arrived high priority task
to adjust to dynamic changes. The author performs experiments using variety of data-
sets and compared the proposed algorithm with Classical Priority induced and MARR
scheduling algorithms. Through experiments conducted, the proposed solution performs
better when compared to other algorithms in terms of resource utilization and execution
time. The author emphasizes the idea of inducing priority based approach to increase the
performance of scheduling algorithms and increase the resources utilization. The study
provides a direct correlation between priority based approach and the performance of
scheduling algorithms but fails to evaluate the performance of the proposed algorithm in
comparison with other known scheduling algorithms. Niranjan and Thenmozhi (2023)

The proposal introduces a task scheduling algorithm using fuzzy logic based priority
to improve the performance of the proposed scheduling algorithm. The author evaluates
the decrease in time offset and increase in utilization of resources, increasing the effi-
ciency of the proposed algorithm when priority based approach is induced. The proposed
solution is great for establishing the significance of priority based approach in scheduling
algorithms but lacks proper comparison with other scheduling algorithms questioning the
significance of the results. Hai-ting and Lin (2020)

A novel priority based scheduling approach is proposed focused on optimization of exe-
cution time and the cost of resources. The proposed approach uses execution cost and
execution time to prioritize the allocation of tasks. The author evaluates the performance
of the proposed algorithm using experiments but fails to provide evidence to support the
claim of efficiency of the proposed solution. Jagaty et al. (2020)

The research proposes a dynamic priority based technique to provide efficient scheduling
of resources and minimize overall cost of resources. The author compares the proposed
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dynamic priority approach with priority list technique using factors such as costs, ramp
rates and the overall cost of execution. The author tried to convey the importance
of priority based approach in scheduling algorithms by comparing with other priority
based approach and concludes that the proposed solution provides efficient scheduling
approach whereas the experiments conducted are not clear and require more in-depth
analysis. Faizah et al. (2024)

The author proposes a heuristic approach combined with multiple priority based tech-
niques to provide an efficient scheduling solution. The proposed solution focuses on mul-
tiple scenario based scheduling allocation of resources and provides a balanced solution
to maintaining the performance of the scheduling algorithm as well as reducing the cost
of resources. The author conducted multiple different experiments based on real world
applications but fails to compare the results with other known scheduling solutions. The
proposal can play a vital role in the field of scheduling algorithm under dynamic cloud en-
vironments due to the flexibility of the solution and providing efficient results in multiple
different scenarios but lacks the comparison with other known scheduling approaches.
Song et al. (2022)

The research proposes Reliability-based Optimization approach along with priority based
scheduling technique to achieve optimal allocation of resources and cost efficiency. The
author uses priority based implementation to take care of utilization of resources and
prevent resources from being either over-utilized or under-utilized. The author also em-
phasized on the importance of security in cloud computing by giving priority to critical
tasks over other tasks while maintaining efficient resource utilization. The proposed re-
search addresses a major concern with maintaining security in cloud computing field
without compromising on the performance of the solution whereas no concrete evidence
or evaluation of performance between other known approaches is done to prove the ef-
fectiveness of the proposed solution. Maruthi and Sivakumar (2023)

2.5 Conclusion of Related Work

As presented by the related works in the field of importance of scheduling algorithm sin
cloud computing, impact of scheduling algorithms on the utilization of cloud resources
and impact of priority based scheduling algorithms in dynamic cloud environments we
can clearly identify gaps between the focus of increases the utilization of cloud resources
to increase the performance of scheduling resources. Also, it can be seen that not much
emphasis is done on the fact that inducing the priority based approach can increase both
the utilization of resources and decrease the cost of cloud resources. Using these proposed
solution we can confirm that there is a need of a solution focused towards maximizing
the utilization of resources and also leveraging the priority based technique to enhance
the performance of the scheduling algorithms in dynamic cloud environment.
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3 Methodology

In the past various virtual machine placement algorithms have been proposed, specializing
in different purposes and objectives. With these defined objectives of the respective
algorithms, the tendency to be flexible and adapt in dynamic cloud environments is
lacked. The proposed novel algorithm evaluates computation, storage, ram and types
of virtual machines to optimize the allocation under different dynamic environments or
scenarios. To implement the proposed approach we need to discuss the tools, techniques,
metrics and methods used to achieve the proposed solution and the desired results.

3.1 Research Tools

To implement the proposed solution we have used varying tools for specific implementa-
tions, tasks and objectives.

Table 2: Research Tools

Tools Purpose
Eclipse IDE Integrated Development Environment for Java programming.
CloudSim Framework for modeling and simulating cloud environments.

Microsoft Azure Cloud computing platform for serverless computing service.
Java High-level object-oriented programming language.

3.1.1 Eclipse IDE

Eclipse is an integrated development environment for java developers including rich java
development tools (JDT) and easy architecture for third party functionality. We are
using eclipse for implementing and debugging our simulation code and developing our
novel resource alloation algorithm.

3.1.2 CloudSim

Cloudsim is an open-source framework used for simulation cloud computing infrastructure
and services including virtual machines, data centers and resources for computing. Sundas
and Panda (2020) Cloudsim is being used to simulate cloud data centers, with several
virtual machines along with different cloudlets (tasks) to evaluate the perform of the
proposed allocation algorithm. We are also comparing other known allocation algorithms
with our proposed algorithm using cloudsim simulation code.

3.1.3 Microsoft Azure

Microsoft Azure is a cloud computing platform developed by Microsoft that develop,
manage and access cloud applications and services for individuals, companies and gov-
ernments.Samanta et al. (2024) We have used Microsoft Azure notebooks for plotting
meaningful graphs and plots for better result evaluation and understanding.

8



3.1.4 Java

Java is an open source high level object oriented programming language used for devel-
oping and debugging applications and softwares. We have used java as programming
language to develop and debug cloud environment simulation code and debug the virtual
machine scheduling algorithms.

3.2 Knapsack Problem

Knapsack problem is a famous combinatorial problem that involves fitting a subset of
items into a limited capacity for maximizing the total value of items. Fidanova (2020)
We can use knapsack problem ideology in solving our problem of optimal resource alloc-
ation in cloud environments. If we replace items with virtual machines, total capacity as
the capacity of hosts and the value as the metrics of virtual machines then it follows the
famous knapsack problem. Using knapsack problem we can propose that we need to find
optimal solution where subset of virtual machines are allocated to the fixed amount of
hosts in cloud data centers for optimized working of cloud servers.
Using knapsack solution the best virtual machine is allocated to the host based on the ca-
pacity of the host and virtual machine which leads to another problem of under-utilization
of resources. If the virtual machine does not perfectly fits the requirements of the hosts,
then the remaining computational power goes waste and decreases the overall resource
utilization. These resources computational power wastage can lead to inefficient and
unreliable allocation.

3.3 Fractional Knapsack Problem

To overcome the inefficient allocation using knapsack solution we have used fractional
knapsack solution. Fractional knapsack problem is an extension of knapsack problem
where the items can be divided for maximizing the total value of the knapsack. Nacef
et al. (2023) Using fractional knapsack solution we can divide the resources of the host
to ensure better utilization by contributing to remaining resources. This feature also
supports the dynamic nature of the cloud environments where the resources can adjust
dynamically under different conditions. This helps in achieving maximum utilization of
resources.

3.4 Priority Based Allocation

Dynamic cloud environments involves different scenarios and tasks at hand such as cpu-
intensive tasks, storage-intensive tasks and energy-efficient tasks. With changing scen-
arios the allocation of the resources should also change to provide optimal solution with
respect to the changing scenarios. To implement this priority based allocation of re-
sources we have implemented weighted priority based value of resources using metrics
(storage, bandwidth or mips) depending on the workload. This helps us in achieving
true dynamic nature of the cloud environment and provide optimal best solution under
varying circumstances.
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4 Design Specification

In this section, we firstly describe the infrastructural architecture of the proposed solution
presenting how the whole setup of the proposed solution is done. The infrastructural
architecture of the proposed novel approach consists of the development, simulation and
visualization of the solution. Then we propose the design architecture and the working of
the proposed virtual machine allocation algorithm. The design architecture presents the
implementation of the proposed solution. Finally the proposed novel Fractional Knapsack
Resource Allocation algorithm is introduced which provides optimal allocation of cloud
computing resources. The approach focuses on optimal utilization of resources while
prioritizing metrics (bandwidth, storage or mips) for dynamic cloud environments.

4.1 Infrastructural Architecture

Figure 1: infrastructural Architecture of Proposed Solution

The figure 1 represents the infrastructural workflow of the proposed solution. The
development and debugging of the proposed solution starts with eclipse integrated de-
velopment environment (IDE) which is used to develop the proposed cloud resources
scheduling algorithm solution. After the development of the proposed algorithm, the
simulation code of cloud environment consisting of data centers, virtual machines and
cloudlets is developed using Cloudsim framework. The proposed solution is evaluated
and compared with other scheduling algorithms such as round-robin, ant colony and
bin packing algorithms. After evaluations and comparison between proposed algorithm

10



and other scheduling algorithms, the results are sent to visualize using Microsoft Azure
Jupyter Notebooks.

4.2 Design Architecture

Figure 2: Design Architecture of Proposed Solution

The figure 2 presents the design specification of the proposed virtual machine alloc-
ation approach. Here, first the list of list of virtual machines and the list of hosts are
passed along with their respective requirements. Then the best host for allocating each
virtual machine is calculated based on the ram, bandwidth and the mips (million instruc-
tions per second) values of each virtual machine. After calculating the value of host per
virtual machine, the value is evaluated with reference to the type of virtual machine (hot
vm, cold vm and warm vm). Using all these calculations and metrics the best host for
each virtual machine is allocated. Also, the metrics value can be changed based on the
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priority of the metrics for different scenarios (cpu-intensive tasks, high storage require-
ment or high bandwidth tasks) resulting in different allocation of resources. After the
calculations of all the virtual machines present, the list of allocation to hosts is assigned
to cloud data center and the tasks are allocated to the virtual machines. This helps us
in providing optimal allocation of resources solution.

4.3 Fractional Knapsack based resource scheduling algorithm

The approach uses fractional knapsack greedy solution to allocate virtual machines to
hosts in a cloud environment. The best host of specific virtual machines is being calcu-
lated based on the capacity and requirements of the virtual machine using metrics such
as storage, mips (million instructions per second) and RAM. The best host for a virtual
machine is calculated using a value-to-weight ratio for each VM and host as mentioned
in the equation 1. The value of each VM to host is then sorted and the one with the
highest value is allocated as the best host for that VM.

V alue =
VMRAM

HostRAM

+
VMmips

Hostmips

+
VMBW

HostBW

(1)

After the allocation of a virtual machine to the host, the remaining resources of the host
are sent back to the scheduler to be allocated to other Virtual machines. This helps to
prevent the under-utilization and over-utilization of the resources.
In addition to the value-to-weight ratio, the weighted coefficient are introduced as well
for prioritizing specific metrics (storage, bandwidth and mips) for specific scenarios such
as cpu-intensive tasks or storage-intensive tasks. These weights of metrics are combined
with the value-to-weight ratio of each VM to select the best host based on specific scen-
ario as seen in the equation 2. Also the coefficient of the type of VM (hot VM, cold VM
and warm VM) is multiplied by the value of each resource for VM allocation.

V alue = RAMWeight×
VMRAM

HostRAM

+MIPSWeight×
VMmips

Hostmips

+BWWeight×
VMBW

HostBW

(2)

5 Implementation

The proposed novel algorithm is developed using Eclipse ide and Cloudsim framework.
Using Cloudsim framework we were able to simulate dynamic cloud environment con-
sisting of cloud data centers, hosts, virtual machines and cloudlets (tasks). We created
Fractional Knapsack allocation based class for integrating with the simulation code of the
cloud environment along with other resource allocation algorithms such as Round-Robin
algorithm, Ant Colony Optimization algorithm and Bin-Packing allocation algorithm.
These scheduling algorithms were integrated in the simulation code for comparing the
performance between the proposed solution and the these algorithms. We also used pri-
ority based approach by introducing weights of each metric of resources (mips, ram and
bandwidth) which can be tuned according to the specific scenario to produce more effi-
cient result. We then visualized the obtained results of all the algorithms under different
workloads and dynamic cloud environment using Microsoft Azure Notebooks by gener-
ating meaningful graphs and clear depictions of the results obtained.
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Figure 3: Fractional Knapsack Resource Allocation Algorithm

Figure 5 shows the pseudo code of the proposed resource allocation algorithm where
each virtual machine (VM) in VM List selects best host among all the hosts present
in the Host List for each VM. This choice is facilitated using ramRatio, mipsRatio and
bwRatio of each VM to every host capacity available which are the ratios of metrics
of virtual machines to the metrics of host resources. Then these ramRatio, mipsRatio
and bwRatio is multiplied by the corresponding weight coefficient which signifies the
priority of each metric depending on the scenario. Also, the VM coefficient which defines
which type of virtual machine (hot vm, cold vm and warm vm) with each corresponding
value is multiplied to the final value of the resource. This value is then matched with
corresponding values of other resources (hosts). The host with the maximum value (best
host) among all hosts gets to allocate the virtual machine. If there is no host which fulfill
the requirements of the VM then the VM is not allocated. This solution follows fractional
knapsack approach where we are partially assign the resources to accommodate virtual
machines for optimal resource allocation which helps in maximizing resource utilization
in dynamic cloud environments.

6 Evaluation

To demonstrate the effectiveness and the efficiency of the proposed solution we conduc-
ted four experiments each with different number of cloudlets(tasks) while allocating five
virtual machines and three hosts. Each of the virtual machine has varying requirements
including one warm VM (mips weight = 0.5), one hot VM (mips weight = 1.0) and
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three cold VMs (mips weight = 0.1). We used Round-Robin, Ant Colony Optimization
and Bin packing allocation algorithms for comparison with proposed solution. Also, we
conducted an experiment to validate the performance of the proposed algorithm under
different scenarios to measure the dynamic nature of the algorithm under different work-
load environments.

6.1 Experiment 1

For the first experiment we have used five number of cloudlets where cloudlets length
were 100000, 105000, 110000, 115000 and 120000 million instructions respectively. Table
3 shows the average execution time, makespan and total execution time between different
algorithms when subjected to these five cloudlets.

Table 3: Algorithm performance (5 cloudlets)

Algorithm
Average Execu-
tion Time(ms)

Makespan(ms)
Total Execution
Time(ms)

Round Robin 86.16 120.09 430.83
Ant Colony 86.16 120.09 430.83
Bin Packing 530 550.1 2650
Fractional Knapsack 83.49 115.09 417.89

6.2 Experiment 2

In the second experiment we have used ten different cloudlets where cloudlets length were
100000, 105000, 110000, 115000, 120000, 125000, 130000, 135000, 140000 and 145000
million instructions respectively. Table 4 presents the results (average execution time,
makespan and total execution time) when performed on round-robin, ant colony, bin-
packing and proposed fractional knapsack algorithms using mentioned ten cloudlets.

Table 4: Algorithm performance (10 cloudlets)

Algorithm
Average Execu-
tion Time(ms)

Makespan(ms)
Total Execution
Time(ms)

Round Robin 181.91 265.09 1819.16
Ant Colony 181.91 265.09 555.48
Bin Packing 1142.5 1225.1 11425
Fractional Knapsack 179.58 250.09 1795.84

6.3 Experiment 3

For the third experiment we have taken thirteen cloudlets but each with random dif-
ferent configurations to see the performance of the allocation algorithms under different
workload conditions. Cloudlets with lengths 1000, 25000, 10000, 2500, 2000, 25000, 1000,
250000, 100000, 2500, 2000, 25000 and 25000 million instructions are used respectively.
Table 5 presents the output when these thirteen tasks are sent to be fulfilled.
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Table 5: Algorithm performance (13 cloudlets)

Algorithm
Average Execu-
tion Time(ms)

Makespan(ms)
Total Execution
Time(ms)

Round Robin 43.24 287.82 562.12
Ant Colony 42.72 285.09 555.48
Bin Packing 129.83 471.08 1687.84
Fractional Knapsack 36.82 277.59 478.73

6.4 Experiment 4

In this experiment we evaluated the performance of the proposed fractional knapsack
algorithm under different scenarios. We adjusted the priority metrics for cpu-intensive
and storage-intensive scenario and evaluated the results. For cpu-intensive tasks the
weights of metrics are adjusted as mips = 1.5, storage = 0.1 and RAM = 0.1 whereas for
storage-intensive scenario we have assigned mips = 0.1, storage = 1.5 and RAM = 0.1 .
Table 6 presents the results obtained under these scenarios.

Table 6: CPU-intensive vs Storage-intensive

Workload mips stoarge ram Makespan(ms) Total Execution Time(ms)
Cpu-intensive 1.5 0.1 0.1 277.59 478.73

Storage-intensive 0.1 1.5 0.1 285.09 555.48

6.5 Discussion

The experiments are conducted using different cloudlets to better differentiate the per-
formance of the algorithms under different workloads. Upon observation with respect to
above performed experiments its evident that the proposed fractional knapsack algorithm
is most efficient under different workloads when subject to a varying amount of cloud-
lets (tasks) when compared to other resource allocation algorithms as seen in the figure 4.

This is due to the partial allocation feature of fractional knapsack that helps the pro-
posed algorithm to perform better under the dynamic conditions of cloud environments.
Due to the partial allocation the resource wastage is minimized and the resource util-
ization is maximized, reducing the execution time when compared to other scheduling
algorithms. This can also be seen in the figure 5, where the makespan of the proposed
algorithm is minimal when compared to other algorithms. This establishes a direct pro-
portionality between makespan (the maximum time taken by a task) and the execution
time of scheduling algorithms. This helps us to understand the significance of optimal
allocation of resources to virtual machines which directly impacts the performance of the
scheduling algorithm. Scheduling algorithms such as round-robin and bin-packing does
not perform well when put under varying workloads due to the inefficient way of alloca-
tion of resources whereas the ant colony optimization algorithm and proposed fractional
knapsack algorithm are focused towards finding the best resource for each virtual machine
and thus performs drastically better than other algorithms. The proposed scheduling al-
gorithm also performs better than the ant colony due to its dynamic nature of allocation
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Figure 4: Execution Time vs Algorithms

Figure 5: Makespan vs Algorithms

of resources and also due to the priority metric based allocation of resources which per-
forms best under different scenarios. This nature of the proposed algorithm can be seen
in the table 6 where by manipulating the weights of metrics (mips, storage, ram), the
allocation of the resources can be varied depending on the requirements and workloads.
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7 Conclusion

The proposed solution addresses a critical challenge of having scheduling algorithm with
optimal allocation of cloud resources, maximum utilization fo resources and minimum
cost of cloud resources which subjected under dynamic cloud environment. The pro-
posed fractional knapsack approach helps in achieving optimal allocation of resources
while maintaining maximum utilization whereas the priority based implementation was
responsible for adjusting the metrics of resources such as to perform best under differ-
ent dynamic cloud workloads. The proposed solution when compared with other widely
known scheduling algorithms such as Round-Robin, Bin-Packing and Ant Colony Op-
timization, performed best n terms of execution time, makespan and scheduling of cloud
resources. The proposed solution holds a significant importance in the field of schedul-
ing cloud resources under dynamic cloud environments while integrating priority based
approach for different workloads or scenarios. The proposed solution is limited to only
three cloud resources metrics (mips, ram and bandwidth) for calculating the priority of
cloud resources and scenarios affecting these metrics can only be tuned currently.
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