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Enhancing Cloud Flexibility: Optimizing 
Live Migration for Non-Web Applications 

Across Cloud Environments 
 

Name: Harsh Deore 
Student Id: x23107219 

 

1. Introduction 
This configuration manual provides a step-by-step guide for implementing the live migration of a stateful 
PostgreSQL database, using the Pagila sample database, between AWS and Azure cloud platforms. It 
details the setup of cloud environments, database configurations, migration tools, and security measures. 
By following this manual, users can achieve a seamless migration process with minimal downtime, data 
consistency, and enhanced performance, ensuring a practical framework for non-web application 
migrations across heterogeneous cloud environments. 

2. System Requirements and Libraries 
This section outlines the essential hardware, software, and tools required to implement the live 
migration process. It includes cloud platforms (AWS and Azure), PostgreSQL with the Pagila 
sample database, and tools such as CRIU for process checkpointing and WAL Shipping for data 
synchronization. Additionally, secure connectivity is ensured using SSL/TLS, AWS Key 
Management Service (KMS), and Azure Key Vault. These resources are critical for achieving a 
reliable and secure migration workflow. 



3. Cloud Execution 
3.1. EC2 and VM 

 
Figure 1: Showcase of the EC2 instance on AWS summary 
 

 
Figure 2: Showcase of the VM instance on Azure summary 
 
 

3.2. Details about the AWS EC2 Instance 
 



 
Figure 3: Status and reachability check for the EC2 instance 
 
 

 
Figure 4: The monitor tab of the EC2 instance depicts the various CPU and Network utilization. 
 

 
Figure 5: The inbound and the outbound rules for the EC2 instance. 
 



 
Figure 6: The network details showcase the public and the private IP of the EC2 instance. 
 

 
Figure 6: Representation of the EC2 instance’s root and volume privileges.  



3.3. Details about the Azure VM 

 
Figure 7: The monitoring tab of Azure VM shows the VM availability and the CPU usage etc. 
 
 
 
 

 
Figure 8: Resource Group shown consists of various important services of the VM available. 
 
 



 
Figure 9: The subscription services of the VM are privileged by the NCI. 



3.4. Code and Setup 

 
Figure 10: The first step of the process was to SSH into the HarshVM on the Azure side. 
 



 
Figure 11: The illustration depicts the file records of the Azure VM repository. 
 

 
Figure 12:  Sending Testdb.dump file to AWS from Microsoft Azure 
 
 
 
 
 



 
Figure 13: This Figure shows that AWS has received the Testdb.dump file. 
 
 

 
Figure 14: The figure shows the process of SSH into the ubuntu EC2 instance on the AWS side. 



 

 
 
Figure 15: The figure shows RSA encryption with SHA 256 
 
 
 

 
Figure 16: The above illustration depicts the file records of the AWS EC2 repository. 
 
 
 



 
Figure 17: The Figure shows the Testdb.dump file is sent to Microsoft Azure from AWS 
 
 

 
Figure 18: This Figure shows that Microsoft Azure has received the Testdb.dump file. 
 
 
 
 
 
 
 



 
Figure 19: File contents of the postgres-deployment.yaml on the nano editor. 
 

 



Figure 20: This figure shows Postgres setup for use 
 
 

 
Figure 21: File contents of the Pagila sample database and their privileges. 

3.5. Kubernetes Service Details 

 
Figure 22: The details of the Kubernetes service setup for the Azure file reception and its essentials. 
 



 
Figure 23: The monitoring tab of the Kubernetes service tracks the status of the Pods and their 
usage.  
 

 
Figure 24: The details of the Node Pool activated and used for the file migration services. 
 

 
Figure 25: The list of Nodes involved in the Kubernetes Pool count. 



3.6. Supporting Migration Code 

 
Figure 26: Code to load and preprocess historical data for CPU, memory, transaction, and network 
metrics in preparation for live migration analysis. 
 
 

Code Section Description 

import statements 
Import required libraries: pandas, numpy, Prophet, and 
matplotlib. 

pd.read_csv() 
Load data from CSV files for CPU, memory, transactions, and 
network usage. 

preprocess_data() 
Define a function to prepare data by renaming columns and 
parsing timestamps. 

cpu_df to network_df 
Preprocess each dataset using preprocess_data function for 
analysis. 

 
 



 
Figure 27: Code to predict system activity levels and determine the optimal migration time for non-
web applications using Prophet forecasting. 
 
 

Code Section Description 

combined_df 
Combine CPU, memory, transaction, and network metrics into a 
single DataFrame. 

Averaging metrics Compute the average of all metrics for balanced analysis. 

Prophet model 
Initialize and fit the Prophet model with daily and weekly 
seasonality settings. 

Future DataFrame 
Create a future DataFrame for predictions over a specified period 
(48 hours). 

Optimal migration time 
Calculate the time with the lowest predicted activity level 
(yhat_scaled). 

Forecast plot Plot the predicted system activity over time. 
 



3.7. Migration Sample Files of Database 

 
Figure 28: Schema for managing actor-film relationships, including actor details, film metadata, 
and many-to-many associations. 
 
 

Schema Element Description 

actor Table 
Stores actor information with fields for ID, first name, last name, 
and timestamp.  

film Table 
Stores film details including title, description, release year, 
language, and pricing. 

film_actor Table 
Junction table linking actors to films, enabling a many-to-many 
relationship. 

last_update Columns Tracks the last modification timestamp for all tables. 
 



 
Figure 29: Sample data insertion for actors, films, and their associations to demonstrate the Pagila 
schema functionality. 
 
 

Code Section Description 

actor Table Inserts Adds sample actors with their first and last names. 

film Table Inserts 
Adds sample films with details like title, description, year, 
language, and length. 

film_actor Table Inserts 
Links actors to films through actor IDs and film IDs for a many-
to-many relationship. 

 

 
Figure 30: Demonstration function to retrieve the total number of films in the database using a 
SQL query. 
 
 
 
 
 



Code Section Description 

CREATE OR REPLACE 
FUNCTION Defines or updates a function named get_film_count. 

RETURNS INT Specifies the function returns an integer value. 

SELECT COUNT(*) 
FROM film Counts the total number of entries (films) in the film table. 

LANGUAGE SQL 
Declares that the function uses SQL as its programming 
language. 
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