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Nipun Bakshi
Student ID: X23202513

1 Setting up the Cloud Environment

This section provides how to configure and deploy the game on cloud environment using AWS
Services.

1.1 An EC2 Windows Instance Creation

1.

Login to AWS Management Console

2. Go to the EC2 dashboard then click Launch Instance.

Launch an instance .
Amazon EC2 allows you to create virtual machines, or instances, that run on the AWS Cloud. Quickly get started by following the
simple steps below.

¥ Summary

Number of instances  info

L )

Name and tags ino

Name
- read more

| eq. My web Server Add additional tags

Virtual server type (instance type)
t2.micro

Firewall (security group)
urity group

Storage (volumes)
1 volume(s) - 8 GiB

ree tier: In your first year includes 750 X
micra (or t3.micro in the

Recents My AMIs Quick Start

Amazon mac0s Ubuntu Windows Red Hat SUSE Linux ]

aws 1 3 ubuntu® | EfMicosoft | & RedHat S
Mae SUSE

Cancel Launch instance

Amazen Machine Image (AMI) G7 Preview code

| Amazon Linux 2023 AMI Free tier eligible ]

Fig.1 AWS EC2 instance Creation page

Select an AMI (Amazon Machine Image)

Pick one Windows Server AMI (like Windows Server 2019).
Choose Instance Type- For balanced performance select t2.xlarge.
Create a new Key pair

Change the numbers of instances to 1.

Enable Auto-assign Public IP for access from the external.

Add Storage (like 30GB).

. Select: Create security group

. Configure Instance Details and select “Launch Instance”

. The key pair will be generated and will be downloaded to access the instance.
. Once created, go to instance page and select “Security groups”



14. Add new inbound rules, allow
e RDP (port 3389)
e HTTP (port 80)
e Prometheus Server (9090)
e WMI Exporter (9182)
e Grafana (3000)

© 2 > seunyGrows > 59 - launch-wizard-286 [C
Dashboard < sg-0d8953803bce9e222 - launch-wizard-286 M
EC2 Global View
Events Details
¥ Instances Security group name Security group ID Description VPCID
Instances O launch-wizard-286 [0 sg-0d8953803bcede222 D) launch-wizard-286 created 2024-10- I0 vpc-0c735787e36a3c094 (2

06T22:03:14.6682
Instance Types
Launch Templates Owner Inbound rules count Qutbound rules count

Spat Requests 0O 250738637992 5 Permission entries 1 Permission entry

Savings Plans

Reserved Instances . -
Inbound rules Outbound rules Sharing - new VPC associations - new Tags

Dedicated Hosts

Capacity Reservations

S inbound rutes (9 © (e

AMIs

Search ;
AMI Catalog [0‘ corch ] [}
¥ Elastic Block Store O] Name ¥ | Securitygroup ruleID & | IP version v | Type % | Protocol v | Portrange v
Volumes oo- 5gr-0418d11bf7c 728676 1Py Custom TCP P 3000
Snapshots o - 5gr-02097726a4744686f IPyd HTTR TP 80
Lifecycle Manager o - sgr-0b50ed664dd6ca084  IPva Custom TCP TP 9182
w Network & Security o o- 5Gr-00137a896604f4517 1Pva Custom TCP Tcp 9090
Security Groups o - sgr-00561§7e36b868076  IPv4 ROP TP 3389
Elastic IPs »

Fig.2 Added inbound Rules

15. Launch The Instance and connect to it via RDP using the generated .pem key.

2 Setting Up Hybrid Environment

2.1 Setup S3 Bucket

1. Goto AWS S3 and click on “create Bucket”
2. Give bucket a name and make sure “Block all public access” option is checked.

= AmazonS3 > Buckets > Create bucket © 8 0

l using only policies J l

Object Ownership
Bucket owner enforced

Block Public Access settings for this bucket

Public access is granted to buckets and objects through access control lists (ACLS), bucket policies, access point policies, or all. In order to ensure that public access to this bucket and its objects is
blocked, tumn on Black all public access. These settings apply only to this bucket and its access points. AWS recommends that you turn on Block all public access, but before applying any of these
settings, ensure that your applications will work correctly without public access. If you require some level of public access to this bucket or objects within, you can customize the individual settings
below to suit your specific storage use cases. Learn more [2

Block all public access

Turning this setting on i s turning on all four settings below

ach of the following settings are independe

Block public access to buckets and objects granted through new access control lists (ACLs)

Block public access to buckets and objects granted through any access control lists (ACLs)

Block public access to buckets and objects granted through new public bucket or access point policies

Block public and cross-account access to buckets and objects through any public bucket or access point policies

Bucket Versioning
Versioning is a means of keeping multiple variants of an object in the same bucket. You can use versioning to preserve, retrieve, and restore every version of every object stored in your Amazon 53
bucket. With versioning, you can easily recover from both user actions and failures. Learn more [2

Fig.3 Making Sure Bucket is NOT Public



3.

Create the bucket and upload all the files which will be served on the edge to this
bucket.

2.2 Configuring CloudFront for File Delivery via Edge

Go to CloudFront CDN service
Choose Web Distribution and click Create Distribution.

1.
2.

hw

5
6
7.
8
9

@ Cloudrront B Dyramonz B i [ 53

= dloudfront » Distributions > Create ® @

Create distribution

L ore [
x]
s the 3 buck
Add custom header - optional
CloudFront includes this header in all requests that it sends to your origin

) Cloudshell  Feedback

Fig.4 Create Distribution page

Set Origin Settings
Select the S3 Bucket as the origin.

e Caches dynamic assets (and images/sound files static assets).
Set allowed HTTP methods: GET, HEAD.
Select Cache Policy: “CachingOptimized”
Enable WAF security protection
Deploy CloudFront by clicking on “Create Distribution”
Go to the Distribution details page and copy the ARN of the distribution.

10. Go to S3 bucket > permissions and then edit bucket policy.

= Amezens3 ) Suckels > flappy0d Lo o]

Block public access (bucket settings)

b Individual Block Public Access settings for this bucket

i (edic ) ( pelota )
Bucket policy )
The bucket policy. written in JS0N, provids access 1o the objects stored in the bucket. Bucket polices doa't apply 1o objects owned by other accounts. Learm mo

(B )
(Bow )

Sront:888,




11. Edit the policy to allow only specific cloudfront distribution to access the bucket.

12. CloudFront is properly set up now and is ready for use.

13. Then go back to CloudFront page and copy the provided distribution domain for
integration with the game code.

2.3 Creating DynamoDB with Database of Player Scores

1. Navigate to DynamoDB dashboard and got to Create Table.
Define the Schema
e Primary Key: PlayerlID (string).
e Sort Key: Score (string).
Enable On-Demand Mode- It brings scalability without capacity set management.

3.

Create table

Table details 1w
meless data

Fig. 6 Creating a DynamoDB Table

4. To Integrate with the Game, will require AWS “access key” and “secret access key”
5. Will save, retrieve scores using AWS SDK (boto3) written in Python

3 Setting up monitoring and visualisation tools

3.1 Installing Prometheus

Download the Prometheus binary from the official site.

It must be setup on and used by all the 3 architectures (local, hybrid, cloud)
Configure Prometheus:

Open command prompt in the “Prometheus” root directory. Use following start
command and pass web listen address and config file default Prometheus yml file as
options.

M owbde

prometheus.exe --config.file prometheus.yml --web.listen-address ":9090@" --

storage.tsdb.path "data"


https://prometheus.io/

5. Prometheus is now running and can be accessed on https://localhost:9090/targets to
check whether targets are being successfully scraped or not.

3.2 Setting Up WMI Exporter

1. Download WMI Exporter from WMI Exporter GitHub
2. Install WMI Exporter
3. After installation, verify if Exporter is running

" Services (Local)

windows_exporter Name . Description  Status  StatupType  Log On As
&, Windows Defender Antiviru... Helps prote.. Running  Automatic Local Syste...

;_k the service &% Windows Defender Firewall Windows D... Running  Automatic Local Service

Restart the service
& Windows Encryption Provid... Windows E... Manual (Trig... Local Service
& Windows Error Reporting Se... Allows error... Manual (Trig...  Local Syste...

Description: 6 Windows Event Collector  This service ... Manual Network S...

'E;:t;;;z:me«heus metrics shout & Windows Event Log This service... Running  Automatic Local Service
& Windows Font Cache Service Optimizes p.. Running  Automatic Local Service
&) Windows Image Acquisitio...  Provides im... Manual Local Service
&k Windows Insider Service Provides inf... Disabled Local Syste...
& Windows Installer Adds, modi... Running Manual Local Syste...
& Windows License Manager ... Providesinf.. Running Manual (Trig.. Local Service
&k Windows Management Inst... Providesac.. Running Automatic Local Syste...
& Windows Media Player Net... Shares Win... Manual Network S...
£ Windows Mobile Hotspot S...  Provides th... Disabled Local Service
& Windows Modules Installer  Enablesinst.. Running Manual Local Syste...
&k Windows Push Notification... This service... Running  Automatic Local Syste...
& Windows Push Netification... This service... Running  Automatic Local Syste...
&l Windows PushTolnstall Serv... Provides inf... Disabled Local Syste...
& Windows Remote Manage... WindowsR.. Running Automatic Network S...
&k Windows Search Provides co... Disabled Local Syste...
& Windows Security Service Windows Se... Manual Local Syste...
&) Windows Time Maintains d... Running Automatic (T... Local Service
& Windows Update Enablesthe.. Running Manual (Trig.. Local Syste...
&k Windows Update Medic Ser... Enables rem... Manual Local Syste...
E* 3 windows_exporter Exports Pro.. Running  Automatic Local Syste...
&5 WinHTTP Web Proxy Auto-... WinHTTPi.. Running Manual Local Service
£ Wired AutoConfia The Wired ... Manual Local Svste...

Fig. 7 make sure WMI Exporter is running change startup type to “automatic”

4. Exporter should start exposing metrics on

| http://localhost:9182/metrics

5. Update the Prometheus.yml file with below code and restart Prometheus server:

- job_name: "WMI Exporter"

# metrics_path defaults to '/metrics’
# scheme defaults to 'http'.

static_configs:
- targets: ["Host_ip:9182"]
6. Access the metrics endpoint by navigating to <EC2-Instance-1P/Private-
IP>:9182/metrics in a browser.
7. Now, https://localhost:9090/targets should show something like this



https://localhost:9090/targets
https://localhost:9090/targets

9 Prometheus uer & Alerts & Status > Target health ~

WMI Exporte

Endpoint

prometheu

Endpoint

Fig. 8 WMI exporter up and running

3.3 Metrics Collection

1. In the python game code, define functions which exposes the specified metric to an
endpoint. For e.g. to send network latency info :

“odeium: Refactor | Explain | X
measure_network_latency(self):

Measure the network latency by sending a request to a specified endpoint."""
url = "http://localhost:8e0@/m ics™

try:
async with aiohttp.ClientSession() as session:
start_time = time.time()
async with session.get(url) as response:
await response.text()
end_time = time.time()

latency = (end_time - start_time) * 1000
self.network_latency metric.set(latency)
except Exception as e:

print|([f"Failed to measure network latency: {e}"))

Fig. 9 Sending Network Latency data to be scraped

2. Update the prometheus.xml config file to this code:



: ["<alertmanager-ip>:9093"]

"prometheus"”
: ["localhost:!
"WMI Exporter™

: ["172.20.10.2:

'flappybird_fps'

: ['172.20.10.2:
'flappybird_network_latency’

: ['172.208.10.2:8000"]

: [['172.20.10.2:8000"(]

Fig. 10 Prometheus Collect all data to be scraped
3. This indicates that all the game metrics are accessed by Prometheus on port:8000

4. This should how the Prometheus Dashboard should look like now

€ ¢ o

# Mot @ Stotus) Target heolth v

ammz

flappybird_bandwidth_usage

Endpoint

Fig. 11 All targets are in UP state and giving input to Prometheus



3.4 Configuring Grafana

1. Download Grafana from grafana.com and install it.
2. goto C: > Program Files > GrafanaLabs > Grafana > conf > defaults.ini

HEHHEHRHEHEHEHEHEH AR SMTP / Emailing ##HHHHHHHHHEE

[smtp]
enabled = true

Change enabled = true

Grafana dashboard can be now accessed at http://localhost:3000

In the login Page, enter “admin” in both username and password fields

Go to Configuration > Data Sources > Add Data Source.

Select Prometheus and provide the server URL (http://<EC2-Instance-IP/ Private-IP
>:9090).

Go to Dashboards > New Visualisation > select “Prometheus” in data source.

Go to the “Queries” tab > select your metric and go to “run queries”.

o gk w

gy © ~

Panel Title

~ Panel options

Title

Query inspector

Tooltip mode

single

Hover proximity

Fig.12 adding metrics for visualisation

9. Prometheus queries can add panels for latency, FPS, and bandwidth.

10. This will create a live graph that will keep updating as long as it is receiving statistics
from the game.

11. After adding all the Metrics for visualisation, dashboard should look like this.


https://grafana.com/grafana/download
http://localhost:3000/

< @ 2024-12-09 22:55:30 to 2024-12-09 22:59:58 v > @ ) Refresh

Bandwidth Usage (Kb/s)

Fig. 13 live Graphs

4 Running and Monitoring the Game

4.1 Running the game on cloud

Howbde

Deploy Game Files- Upload the game assets and code to EC2 instance.
Start the EC2 Game Server

Run the game code with Python.

Command: python main.py

4.2 Monitoring Game Performance

PopnPRE

Grafana Visualizing Metrics

Go to Grafana dashboard.

See the monitor latency, FPS, and bandwidth usage in real time.

Grafana offers a feature to save the monitoring info in csv file format for further
analysis
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