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Building a Flask Web Application with Machine
Learning Models Using Docker

This guide details the steps to build and deploy a Flask web application that
incorporates three machine learning models: Random Forest, Support Vector
Machine (SVM), and Logistic Regression. The project is powered by Python and
Docker for efficient development and deployment.

1 System Requirements

1.1 Hardware Requirements
- Operating System: Windows 10
- Processor: AMD Ryzen 3
- System Type: 64-bit Operating System
- RAM: 4 GB
- Storage:
- SSD: 256 GB
-HDD:1TB
- Display: HD with a refresh rate of 60 Hz

1.2 Software Requirements
- Python: Version 3.12
- VSCode: Version 1.95.3
- VSCode Extensions:
- Pylance: Enabled
- Docker Extension: Enabled
- Docker Desktop: Version 4.3.1

2. Installation Steps



1. Download the Flask Web App Code:
Download the ZIP file containing the Flask application code and Docker configuration.

2. Extract the Files:
Extract the ZIP file to a folder on your computer.

3. Open the Project in VSCode:
Use VSCode to navigate to the extracted directory.

4. Run the Flask Application Locally:
Start the application by running:
““bash

python app.py

5. Install Dependencies:
Install the required libraries, including Flask and machine learning packages, by running:
““bash
pip install -r requirements.txt

3. Configuration

The application is designed to run in a containerized environment. The Dockerfile uses python:3.12-slim
to minimize the container size while supporting all necessary libraries. Additionally, Docker Desktop was
configured with WSL2 to ensure compatibility with Linux-based images.

4. Usage Instructions

4.1 Running the Flask Application

1. Start the Application:
Run the app locally:
““bash

python app.py
The application will be available at http://localhost:5000.

2. Machine Learning Models Integration:
The app includes the following models:
- Random Forest: Predicts outcomes using an ensemble of decision trees.



- SVM: Performs classification tasks using hyperplanes.
- Logistic Regression: for checking if deployments were successful or not

3. Interact with the Application:
Use the web interface to input data and receive predictions from the models.

4.2 Deploying the Application with Docker

1. Create a Dockerfile:
“Dockerfile
# Use the official Python image
FROM python:3.12

# Set the working directory
WORKDIR /app

# Copy the dependencies file and install libraries
COPY requirements.txt /app/
RUN pip install --no-cache-dir -r requirements.txt

# Copy the Flask app and models
COPY . /app/

# Expose the port Flask will run on
EXPOSE 5000

# Run the Flask app
CMD ["python", "app.py"]

2. Build the Docker Image:
““bash
docker build -t flask-ml-app .

3. Run the Docker Container:
“bash
docker run -p 5000:5000 flask-ml-app

Key Features of the Application
- Random Forest: Predictive analytics using an ensemble learning method.
- SVM: Efficient classification of datasets with clear margins.



- Logistic Regression: for checked if deployments were successful or not.

By combining these models, the application serves as a versatile tool for making predictions based on

user inputs.

Screenshots:

1) To create container registery:

= Microsoft Azure

Home > Create a resource >

@ Create container registry
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types of container deployments. Use Azure container registries with your existing container development and deployment
pipelines. Use Azure Container Registry Tasks to build container images in Azure on-demand, or automate builds triggered by
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2) To run the pipeline | have used Agent pool with the name ‘self’
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» To create the Kubernetes cluster:

View raw log

2o s @

art or stop containers, or run a Docker command

e e et

l Ty Copilot

Home >
Kubernetes services =
Default Directory
Create ~ €33 Manageview ~» () Refresh L ExporttoCSV % Open query

Automatic Kubernetes cluster (preview)
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Automated operations for streamlined application U2 GL LG 1
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> To create a starter application to be deployed :

Microsoft Azure £ Search resources, services, and docs (G+/)

Home > MLProject | Workloads > Create a starter application >

reate a single-image application

Getimage (2) Application details  (3) Review YAML (%) Deplo
g PP play

This experience will walk through the process of selecting an image from a registry or adding an image to a registry,
configuring key deployment parameters, and reviewing the YAML file that will be sent to the cluster.

If you already have a YAML file or want to create a more complex deployment, add with YAML instead.

Container registry details

Before containers can be deployed to your cluster, a container image must be uploaded to the container registry.

Container registry type © @ Azure Container Registry

O Other registry

Container registry * O ‘ MLproject o

Create new

Image details

After choosing a registry, you must choose or create a container image. A container image is the foundation for a
Kubernetes deployment and is the blueprint used to create all containers.

Repository (@O * Select an image —




» Public Address to check Machine Learning models evaluation in Azure-

http://20.23.101.247:5000/
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Model Evaluation Results

Logistic Regression
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AWS:

» To create the security group:
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» Pipeline:

CodePipeline

» Sou

b Artifacts s Codedrtifact

» Build = C

» Deplay = C

v Pipaline «

Getting started

Fipelines
Pipeline
History

Settings

» Settings

> Elastic Container Service containing the public IP:

Pipeline type: V2 Execution mode: QUEUED

© Source

Pipeline execution ID: 1485612 i

Source

View details

521 (2 Source: Upi

Disable transition

@ Build

Pipeline execution 10: ]483cda)-2uce 47183121

View details

2 Source: Update Dockesfile

Start rollback

o @

Frankturt v

Amazon Elastic
Container Service

Updated

Documentation [
Subscriptions (3

Tell us what you think

Configuration Logs  Networking
Task overview

ARN
TF) armaws:ecs:eu-central-1:084828579234:1ask/machinemo
dals/0e74b47202934119986253¢ca9bObS 71

Fargate ephemeral storage

Encryption Info
Default AWS Fargate encryption

Configuration

Operating system /Architecture
Linux/X86_64

€PU | Memory
1vCPU|3GB

Platform version
140
Container details for modals

Details  Log configuration | Restart policy

Details

Image URI

Volumes (0)  Tags

Last status

@ Runn

size (GiB)

Capacity provider
FARGATE

Launch type
FARGATE

Container instance IDs:

Task definition: revision
Docker labels and hosts

Network bindings

Essential

1 > Configuration

Desired status

(]

2486764719 [A

Network mode
awsvpe

Subnet ID

Environment variables and files

Started/created at
10 December 2024 at 06:30 (UTC)
10 December 2024 at 06:30 (UTC)

® o ae

Public 1P
16 3.72.15.26 | op

| 172313218

MAC address
B 06:1cb2:20:25:17

Volume configuration

AWS public IP to analyse Machine learning models evaluation- http://3.72.15.26:5000/



http://3.72.15.26:5000/

Evaluation result:

Model Evaluation Results

Logistic Regression

Accuracy: 0.45835

precision recall fl-score  support
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