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Building a Flask Web Application with Machine 

Learning Models Using Docker 

This guide details the steps to build and deploy a Flask web application that 
incorporates three machine learning models: Random Forest, Support Vector 
Machine (SVM), and Logistic Regression. The project is powered by Python and 
Docker for efficient development and deployment. 

 

1 System Requirements 

 
1.1 Hardware Requirements 

- Operating System: Windows 10 

- Processor: AMD Ryzen 3 

- System Type: 64-bit Operating System 

- RAM: 4 GB 

- Storage: 

  - SSD: 256 GB 

  - HDD: 1 TB 

- Display: HD with a refresh rate of 60 Hz 

 

1.2 Software Requirements 
- Python: Version 3.12 

- VSCode: Version 1.95.3 

- VSCode Extensions: 

  - Pylance: Enabled 

  - Docker Extension: Enabled 

- Docker Desktop: Version 4.3.1 

 

2. Installation Steps 
 



1. Download the Flask Web App Code: 

   Download the ZIP file containing the Flask application code and Docker configuration. 

 

2. Extract the Files: 

   Extract the ZIP file to a folder on your computer. 

 

3. Open the Project in VSCode: 

   Use VSCode to navigate to the extracted directory. 

 

4. Run the Flask Application Locally: 

   Start the application by running: 

   ```bash 

   python app.py 

   ``` 

 

5. Install Dependencies: 

   Install the required libraries, including Flask and machine learning packages, by running: 

   ```bash 

   pip install -r requirements.txt 

   ``` 

 

3. Configuration 
 

The application is designed to run in a containerized environment. The Dockerfile uses python:3.12-slim 

to minimize the container size while supporting all necessary libraries. Additionally, Docker Desktop was 

configured with WSL2 to ensure compatibility with Linux-based images. 

 

4. Usage Instructions 
 
4.1 Running the Flask Application 
 

1. Start the Application: 

   Run the app locally: 

   ```bash 

   python app.py 

   ``` 

   The application will be available at http://localhost:5000. 

 

2. Machine Learning Models Integration: 

   The app includes the following models: 

   - Random Forest: Predicts outcomes using an ensemble of decision trees. 



   - SVM: Performs classification tasks using hyperplanes. 

   - Logistic Regression: for checking if deployments were successful or not 

 

3. Interact with the Application: 

   Use the web interface to input data and receive predictions from the models. 

 

4.2 Deploying the Application with Docker 
 

1. Create a Dockerfile: 

   ```Dockerfile 

   # Use the official Python image 

   FROM python:3.12 

 

   # Set the working directory 

   WORKDIR /app 

 

   # Copy the dependencies file and install libraries 

   COPY requirements.txt /app/ 

   RUN pip install --no-cache-dir -r requirements.txt 

 

   # Copy the Flask app and models 

   COPY . /app/ 

 

   # Expose the port Flask will run on 

   EXPOSE 5000 

 

   # Run the Flask app 

   CMD ["python", "app.py"] 

   ``` 

 

2. Build the Docker Image: 

   ```bash 

   docker build -t flask-ml-app . 

   ``` 

 

3. Run the Docker Container: 

   ```bash 

   docker run -p 5000:5000 flask-ml-app 

   ``` 

Key Features of the Application 
- Random Forest: Predictive analytics using an ensemble learning method. 

- SVM: Efficient classification of datasets with clear margins. 



- Logistic Regression: for checked if deployments were successful or not. 

 

By combining these models, the application serves as a versatile tool for making predictions based on 

user inputs. 

 
Screenshots: 

 

1) To create container registery: 

 

 

 

 

 

 

 

 

 



2) To run the pipeline I have used Agent pool with the name ‘self’ 
 

 

 

3) Jobs run in the pipeline : 
 

 

 

 



 

 

 

 



 

 

 

 

 To create the Kubernetes cluster: 
 

 



 

 To create a starter application to be deployed : 
 

 

 

 

 

 

 

 

 

 

 

 



 Public Address to check Machine Learning models evaluation in Azure- 
http://20.23.101.247:5000/  

 

 

 

http://20.23.101.247:5000/


AWS: 

 

 To create the security group: 

 
 

 CodeBuild: 

 

 

 

 

 

 

 

 

 



 Pipeline: 

 

 Elastic Container Service containing the public IP: 

 

 

AWS public IP to analyse Machine learning models evaluation- http://3.72.15.26:5000/  

 

 

 

 

 

 

http://3.72.15.26:5000/


Evaluation result: 

 


