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1 System Requirements 
 

The configuration manual provides detailed descriptions of the basic software and hardware 

prerequisites necessary for the project's successful operation. The hardware requirements and 

software versions required to execute the code were thoroughly outlined. 

 

1.1 Software 

 

• TensorFlow: TensorFlow 2.4.1 

• NumPy: NumPy 1.19.5 

• Pandas: Pandas 1.1.5 

• Matplotlib: Matplotlib 3.3.3 

• Seaborn: Seaborn 0.11.1 

 

1.2 Hardware 

 

• OS Name: Microsoft Windows 11 Home Single Language 

• Processor: 12th Gen Intel(R) Core (TM) i5-1235U, 1300 Mhz, 10 Core(s), 12 Logical 

Processor(s) 

• RAM: 16G 

• Storage (SSD): 512GB 

 

 

2 ML Packages used 
 

This section discussed the ML packages used in the project: 

 

1. Keras : Keras, a high-level neural networks API running on TensorFlow. It is used in the 

code to define and train the neural network model. It involves building a Sequential model, 

adding layers (LSTM, Dense, Dropout), and defining a custom attention layer. Keras also 

includes utilities for label conversion and model optimization with Adam.  

 

2. Imbalanced-learn (imblearn): Imbalanced-learn is a library that provides tools for handling 

imbalanced datasets in machine learning. The code utilized SMOTE (Synthetic Minority 

Over-sampling Technique) from this library to oversample the minority class, creating 

synthetic samples to balance class distribution and improve classifier performance. 
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3. TensorFlow (tf): TensorFlow, an open-source machine learning library, used as the 

backend for Keras in this code. It provides optimizers like Adam for model compilation and 

includes specific layers such as tf.keras.layers.Bidirectional for adding bidirectional LSTM 

layers. 

 

4. Scikit-learn (sklearn): Scikit-learn is a machine learning library which provides efficient 

tools for data mining and analysis. In the code, modules like LabelEncoder, MinMaxScaler, 

and train_test_split are used for data preprocessing and splitting, while metrics such as 

classification_report and confusion_matrix are used for model evaluation. 

 

 

3 Dataset 
 

This dataset was used in the Third International Knowledge Discovery and Data Mining 

Tools Competition NSL KDD-991. This dataset has been reorganized, enhanced, and updated 

primarily for malware analysis. It incorporates the latest information on various malware 

attacks, including DoS, R2L, U2R, and probing which makes it an excellent resource for 

developing an intrusion detection system. 

 

 

4 Software Tools 
 

• To start with the Project a working Azure account is needed. You can run the python 

Notebooks on AWS sage maker or google collab as well.  

• Now, Create a separate Workspace for the Project. 

 

 
Fig.1: Create a workspace for project 

 

 

• After that create a folder in Notebook and upload all the CSV files and notebook files 

which are necessary.  

 

 
 
1 https://www.kaggle.com/datasets/galaxyh/kdd-cup-1999-data 
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Fig. 2: Uploading Files to Notebook 

 

 

• Create Compute Instance for code to execute in Notebook 
 

 
 

Fig. 3: Create Compute Instance 

 

• Open the Final-copy.ipynb file and click on cell operation and this will run the whole 

code which is there in the file.  

• Once execution of all cells gets over, the results will be executed in the form of 

graphs, plots and tables.  This Files executes LSTM and Bi-LSTM Models and Bi-

LSTM along with Attention Mechnisam. 
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5    Results 

 

 

Fig. 4:  Classification Report for LSTM Model 

 

 

Fig. 5:  Classification Report for Bi-LSTM Model 
 
 

 

 
Fig.6:  Classification Report for Attention Mechanism Model 
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Fig. 7: Confusion Matrix for Bi-LSTM with attention mechanism 

 

 

 
Fig. 8: Training and validation accuracy for attention mechnisam 

 
 
 


