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1. Introduction
This manual documents about all the used tools, technologies as well as some steps for

building the framework. The manual is further divided into few parts such as environment
setup, tools technology used and some screenshot’s of code, implementation.

2. Project Requirements

This section has the essential requirements needed to successfully implement the Movie
Recommendation System using MLOps tools on AWS. It covers hardware as well as the
software specifications, along with the necessary cloud services and development tools:

a. Hardware requirements:

Device: MacBook air m2 with 16GB and 512 gb SSD as a local device. However, the
complete project was executed over AWS Public cloud using their hardware in background.

b.Software requirements:

Operating System: macOS Ventura./ Amazon Linux2
Programming Language: Python 3.11

Framework: Flask Framework

IDE: AWS Cloud9

c. Cloud Services:

e AWS IAM User: Essential as to develop and deploy a serverless function and manage
the API gateways as well along with Lambda.

e Sagemaker: SageMaker is a fully managed machine learning (ML) as a service in
AWS (“What is Amazon SageMaker? - Amazon SageMaker,” n.d.). SageMaker
simplifies the process of developing, training, and deploying machine learning models
on a large scale.

e AWS ECS (Elastic Container Service): ECS is a container management service that is
highly scalable and high-performance, it supports Docker containers and enables you
to run applications on a managed cluster of servers.

e AWS Lambda: Lambda enables you to execute code without the need to allocate or
oversee servers. It is utilized to carry out behind-the-scenes operations in reaction to
AWS service events (such as modifications in an S3 bucket).

1



d.

AWS CloudWatch: CloudWatch: CloudWatch keeps track of the AWS resources and
the applications that run on AWS. It is utilized for gathering and monitoring metrics,
logs, setting alarms, and automatically responding to changes in AWS resources, it is
essential for managing and optimizing machine learning models.

AWS Elastic Container Registry (ECR): ECR is a Private Docker container registry
that makes it easy for developers to store, manage, and deploy Docker container
images.

AWS Cloud9: Cloud9 is an online integrated development environment (IDE) based
on the AWS that allows to write, execute, and troubleshoot code in a web browser
Simple Storage Solution (S3): S3 is a service for storing objects that provides
scalability, data availability, security, and performance. It is utilized in this project for
the storing and accessing of various data types, like training datasets, model artifacts,
and output results.

Development tools

Github: GitHub is a hosting service for Git repositories that also offers tools for

version control and teamwork. Enables multiple developers to collaborate on projects
remotely, a critical aspect of team-based software development.

3. Starting ML Pipeline

oL E

7.
8.
9.

Login to AWS Management Console.
Go to AWS Sagemaker.

Click on Domains.

Start a Domain.

Create an user.

Launch the studio.
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Fig 1: SageMaker Dashboard

Click on Juypter Space.
Create a new space.
Copy my notebooks to the new space.

10. Run each cell.
11. Create a S3 bucket with names mentioned in my Notebook.
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AmazonS3 » Buckets » mlops-datasets-movie » latestdatasets/

latestdatasets/

Objects Properties

Objects (2) info

Objects are the fundamental entities stored in Amazon S3. You can use Amazon 53 inventory E togeta

Q, Find objects by prefix ‘

O Name A Type v
O [ anime.csv csv
O [ rating.csv csv

Fig 2: S3 Bucket

12. Create a Lambda function.

Lambda > Functions > SageMaker-Pipeline-S3-Trigger

SageMaker-Pipeline-S3-Trigger

¥ Function overview info

Diagram Template

SageMaker-Pipeline-53-Trigger

;C_} Layars {0

CE |
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Code source info
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Fig 3 Lambda Function and Code



13. Add a trigger as S3 (PUT action only)

14. Insert dataset files into S3 bucket.

15. Re enter into Sagemaker and click on Pipelines from left panel.

16. There will be a pipeline executing due to new dataset uploaded in the S3 bucket.

PIPELINE

sagemaker-mlops-train-pipeline

OVERVIEW Executions

q Q s
Executions

Graph Name Status Elapsed Time Modified On Created On

SETTINGS
ExecutionFromLambda Succeeded 2m 33s 2 hours ago 2 hours ago

Parameters
execution-1723456133880 Succeeded 2m 34s 2 hours ago 2 hours ago
DETAILS

ExecutionFromLambda ‘:FEEHT 2s 2 hours ago 2 hours ago
Information
ExecutionFromLambda Succeeded 4 days ago 4 days ago

ExecutionFromLambda Succeeded 5 days ago 5 days ago

ExecutionFromLambda Succeeded 5 days ago 5 days ago

execution-1723062237773 Succeeded 5 days ago 5 days ago

Fig 4: SageMaker Pipeline

4., Starting CI/CD Pipeline
1. Start an Cloud9 instance.

2. Git clone: https://github.com/priyalpatil98/Movie-Recommendation-System-
MLOps.git

&» Fie FEdit Find View Go Run Tools Window Support Preview . Run

& app.py

T13asK 1mMporT k1ask, request, JSONlty, renaer_template

t BytesIO
app = Flask(__name_ )
health_status True
BUCKET_NAME
PICKLE_FILE_KEY
¢

esponse - s3. cket-BUCKET_NAME, Key-PICKLE_FILE_KEY)

model_str = response[’ 1. O

model_stream - BytesIO{model_str)
indices, cosine_sim matrix, vie = pickle. (model_stream)

ip-172-3122108 x | ()

demo-user:~/environment $

Fig 5: Cloud9 IDE

3. Create CodePipeline.


https://github.com/priyalpatil98/Movie-Recommendation-System-MLOps.git
https://github.com/priyalpatil98/Movie-Recommendation-System-MLOps.git

4. Add Source as Github.

5. Create CodeBuild project.

6. Use Buildspec.yml file to build project.
7. Create Deploy stage and add ECS.

8. Create a ECR and build an Image on Cloud9 using DockerFile and push to the ECR.

Amazon ECR » Private registry » Repositories

Private repositories

Repositories (2)

‘ Q, Filter status

Reposit
pository a URI
name
o mlops-repository- - 590183699263.dkr.ecr.eu-west-
n
aws 1.amazonaws.com/mlops-repository-aws
590183699263.dkr.ecr.eu-west-
my-sagemaker- .
O .amazonaws.com/my-sagemaker-training-

training-image X
9 9 image

Fig 6: AWS ECR Repo
9. Trigger the pipeline by a git push to the main branch.

10. Wait until all three phases are implemented.



B Secrors Morager ) CodePipetins [ Lambda (]

Developer Tools » CodePipeline > Pipelines > flask-app-pipeline

flask-app-pipeline

£ Notify v Edit Stop execution Clone pipeline Release change

Pipeline execution 1D: zsdhe39-9041-4695- bie

Disable t
© Build @ ceeded Start rollback o

Pipeline execution ID: ucddbe3s-2081-463- b0 6485 1c742adka

© Deployment @ Ssucceed: Start rollback

Pipeline execution 10: asddess 5081-465-bs0 685 1c742xda

ECS_Deployment

02024, Aemuszan Web ates.

Fig 7: CI/CD CodePipeline
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