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1 Introduction

The setup of a Kubernetes cluster on an Ubuntu server is explained in detail in this article.
The technologies and instructions required to assemble the cluster will be covered in Part
2. We will look at how to use custom schedulers in addition to the default scheduler in
the next section so that we may test both at the same time. To learn more about how our
custom scheduler works, we’ll dig into the code. Lastly, we will go through configuring
Prometheus and Node Exporter, two monitoring tools.

2 Tools and Details of System

Figure 1: System stack

3 Clustering using Kubernetes

In order to make use of cloud computing, I am using AWS EC2 services for my study.
Due to its enhanced compatibility with the most recent Kubernetes features and improve-
ments, as well as its updated kernel support and more recent software versions, I decide
to use Ubuntu Server 22.04.
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3.1 Node Creation

• Step1: Set unique hostnames for the master and node machines.

• Step2:Add the IP addresses and hostnames of all nodes to the hosts file on each
machine.

• Step3: Now Turn off the swap space.

• Step4: Refresh the system package list and install the required packages for Container-
D on all nodes.

Configure required modules
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Apply the sysctl parameters to the current running environment without needing to

reboot.

• Step5: Now Install Docker In All Nodes

Configure Containerd To Start Using systemd as group

• Step6: Start the ContainerD services and verify their status.

• Step7: Next, install kubectl, kubeadm, and Kubernetes CNI.
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And check their status of installation

• Step8: On the Master Node, switch to the root user, initialize kubeadm, and set
the Kubernetes directory path.

• Step9: On Node1 and Node2, execute the token command as the root user.

• Step10: Install The Flannel pod network network

• Step11: Now, let’s verify: On the Master Node, use a non-root user.
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4 Prometheus, Grafana and Node Exporter Install-

ation

To install Prometheus, Grafana, and Node Exporter, we use Helm. Helm simplifies this
process by packaging your configuration files into a single, reusable unit, which automates
the development, packaging, configuration, and deployment of Kubernetes applications.

Finally, we will be able to view the Prometheus dashboard with all EC2 instances
listed as targets, as shown below.
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For Grafana, after accessing the website and logging in, you need to import the Kuber-
netes monitoring dashboard using the import ID 22855. This will display a dashboard
with metrics related to the scheduler, organized by different namespaces to evaluate vari-
ous parameters.

5 Custom Scheduler Implementation

Following Commands needs to execute our custom scheduler, and our microservice will
execute our scheduler using deployment file,

Firstly we need to import our custom scheduler,
https://github.com/Peacemaker1999/k8s/blob/master/quick/latency-aware-scheduler

Followings are the deployment file and scheduler code,

Figure 2: Latency Aware
Deployment Script

Figure 3: Deployment
Script
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