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Configuration Manual 
 

Carlos Alberto Noyola Sanchez 

Student ID: X22232991 

 

1 Introduction 
 

This configuration manual describes the steps to replicate the work submitted for the CNN 

model to infer compression method from images. This describes the preparation of the 

environment and the preparation of the dataset prior the CNN training. 

 

2 System Configuration 
 

To run the experiments, the code was run using Google Colab. On Google Colab there is an  

option to choose Python 31 (version 3.10.12) to run the experiments and libraries like 

TensorFlow (Abadi et al., 2016), Numpy (Harris et al., 2020), Pandas (Mckinney, 2011) and 

Scikit-learn (Pedregosa et al., 2018). Python provides useful libraries to run Machine learning 

models. All the libraries required are in Figure 1 and versions used in Table 1. 

 

 
Library Version 

Pandas  2.1.4 

NumPy  1.26.4 

TensorFlow  2.17.0 

Scikit-learn  1.3.2 

Matplotlib2  3.7.1 

Seaborn3  0.13.1 

CV2 (OpenCV)4  4.10.0 

Table 1: Library versions 

 

 
 
1 https://www.python.org 
2 https://matplotlib.org 
3 https://seaborn.pydata.org 
4 https://pypi.org/project/opencv-python 
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Figure 1: Libraries for CNN model 

2.1 Preprocess datasets  
 

Download and extract the following datasets. 

 

https://www.kaggle.com/datasets/ttahara/birdsong-resampled-train-audio-00/data 

https://www.kaggle.com/datasets/ttahara/birdsong-resampled-train-audio-01/data 

https://www.kaggle.com/datasets/ttahara/birdsong-resampled-train-audio-02/data 

https://www.kaggle.com/datasets/ttahara/birdsong-resampled-train-audio-03/data 

https://www.kaggle.com/datasets/ttahara/birdsong-resampled-train-audio-04/data 

https://www.kaggle.com/datasets/miljan/stanford-dogs-dataset-traintest/data 

https://www.kaggle.com/datasets/paultimothymooney/cvpr-2019-papers/data 

 

Then, the files need to be compressed by using 5 different compression methods as show in 

Figure 2. The Python script compress the files in a specific directory  in Google Drive. The 

required libraries are shown in Table 2. The compression methods are LZ78, Deflate, LZMA, Snappy 

and Zstandard. The function compress_file verify if there is a previous compress version of the file 

before read and compress the files again. The main function scans the directory and apply all the 

compression methods to each file. Then the files are stored in a separate directory with the 

compression method as file extension. 

 
Library Version 

Snappy5  0.7.2 

Zstandard 6 0.23.0 

Zlib7  1.3.1 

LZMA8 Included in Python 

Table 2: File compression libraries 

 

 
 
5 https://pypi.org/project/python-snappy 
6 https://pypi.org/project/zstandard 
7 https://docs.python.org/3/library/zlib.html 
8 https://docs.python.org/3/library/lzma.html 
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Figure 2: Compression mixed files 

 

The code shown in Figure 3 convert the original files into grayscale images. The grayscale 

images resolution can be set in the code. The resolutions selected were 48x48 and 120x120. It 

starts mounting the Google Drive to access the files. The function binary_to_image read the 

file in binary, converts the stream into pixels and then calculates the dimensions according to 

the length of the byte stream to create an image. Then an image is created in grayscale a 

resized -in this research 48x48 and 120x120 pixels where used- and stored as PNG image. 

The function convert_files_in_directory scans the directory and converts each file into image, 

when an image is not found already in the destination directory.  
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Figure 3: Files to grayscale images 

 

Then later, a CSV file is created. The CSV contains the name of the files with the size of the 

compressed file that offers the best compression ratio. The code shown in Figure 4 scans a 

specific directory and looks for the specific file extension -.lz78, .deflate, .lzma, .snappy and 

.zstandard- identify the smallest compressed file for every original file and store the 

information in the CSV file. The function find_samllest_compressed calculates and returns 

the smallest file based on the size. The function process_directory organize the files 

according to the original name before compression, check for the smallest file after 

compression and store that information in the CSV file. The information in the CSV includes 

the file path, original name file, compressed file name, size and format of the original file. 
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Figure 4: Create CSV file for CNN 

 

3 Implementation 
 

After the images are loaded and pre-processed, they are next used to train the CNN. Also, the 

CSV that contains the image names and labels is loaded as shown in Figure 5. The code starts 

by loading the CSV file that contains the metadata about the images. The path of the images 

is constructed by using the image_folder_path and the name of the file in the CSV file. The 

categorical labels stored in the CSV file then are converted into numeric values. The numeric 

values are one-hot encoded to make then suitable to train the CNN. Then the images are 

loaded and converted into binary pixels. Then dataset is divided into training and testing. 

Finally, the images are loaded and converted into NumPy matrixes with an extra channel 

expected by the CNN.  
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Figure 5: Data pre-processing for CNN 

 

Later the 3-layered 48px image CNN model is compiled and trained as shown in Figure 7. 

Figure 8, Figure 9 and Figure 9 show the 4-layered 48px image, 3-layered 120px image and 

4-layered 120px image models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: 3-layered CNN 48px 
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Figure 7: 4-layered CNN 48px 

Figure 9: 4-layered CNN 120px 

Figure 8: 3-layered CNN 120px 
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3.1 Generation of results and data visualization 

 

The results are shown in the confusion matrixes and graphs as shown in Error! Reference 

source not found.. The code evaluates the trained CNN, by calculating the test loss, 

accuracy, precision and recall. Then generates a classification report by comparing the 

predictions against the true values of the images, a confusion matrix, and plot the validation 

accuracy and loss over epochs in order to check the learning process and tackle possibles 

overfitted scenarios. Note that the name of the model needs to be changed as the 3-layered 

48px CNN model is used as example.  
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