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1 Create AWS EC2 instances for the Microservices

1. Sign in to the AWS Management Console and open the Amazon EC2 console at
https://console.aws.amazon.com/ec2 and click on launch instance.

« [¢] 08 amazon.com,

@ Getting Started (Jresearch [Jinterview

EC2 Dashboard X
Resources EC2 Global View [3 (o] C Account attributes

EC2 Global View

Events
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To get started, launch an Amazon EC2 Instance, which Is a virtual server in the
cloud.

¥ Elastic Block Store
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Figure 1: AWS EC2 Create Instance Page

2. Choose an Amazon Machine Image (AMI) and Instance Type: Amazon Linux 2
AMI and t2.micro instance type eligible for the AWS free tier.

e Network Settings:

— Select default VPC.

— Subnet preference set to ”No preference.”

— Auto-assign public IP enabled.

— New security group created with the following rules:
« Allow SSH traffic from anywhere (0.0.0.0/0).
« Allow HTTPS traffic from the internet (0.0.0.0/0).
« Allow HTTP traffic from the internet (0.0.0.0/0).


https://console.aws.amazon.com/ec2

3. Create a new key pair with the following options selected:
Key pair type : RSA
Private key format : .pem

Store the private key in secured place for establishing secure connection to the EC2
instances in later procedures.

Create key pair X

Key pair name

Key pairs allow you to connect to your instance securely.

Enter key pair name

The name can include up to 255 ASCI characters. It can't include leading or trailing spaces.

Key pair type
© Rsa () ED25519
RSA encrypted private and public key ED25519 encrypted private and public
pair key pair

Private key file format

O pem
For use with Open55H

O .ppk
For use with PuTTY

/A When prompted, store the private key in a secure and accessible location on

your computer. You will need it later to connect to your instance. Leamn
more [

Figure 2: Create New key pair

4. After these settings are performed click on ”Launch Instance”.



2 Change the newtork ACL inbound and outbound
rules

Change the newtork ACL rules for ec2 instance to allow traffic from other microservice
ports and external traffic by selecting the appropriate Network ACL. Add rules by editing
"Inbound Rules” and ”Outbound Rules” tabs as shown in the image for port 8080, 8083
and 8761.

Network ACL: acl-670138242b2d7d79
Inbound rules (8)

Q Filter inbound rules 1 &
Rule number v | Type v | Protocol v | Portrange v | source v | Allow/peny v
1 All traffic Al All 0.0.0.0/0 @ Allow
2 Custom TCP TCP (6) o 0.0.0.0/0 @ Allow
3 HTTP* (8080) TCP (6) 8080 0.0.0.0/0 @ Allow
4 HTTP* (8080) TCP (6) 8080 0.0.0.0/0 @ Allow
5 Custom TCP TCP (6) 8761 0.0.0.0/0 @ Allow
6 Custom TCP TCP (6) 8083 0.0.0.0/0 ® Allow
100 All traffic All All 0.0.0.0/0 @ Allow

All traffic All All 0.0.0.0/0 ® Deny

Outbound rules (5)

Q i 1 @
Rule number v | Type v | Protocol v | Portrange v | Destination v | Allow/peny v
1 Custom TCP TCP (6) 8761 0.0.0.0/0 @ Allow
2 Custom TCP TCP (6) 8083 0.0.0.0/0 @ Allow
3 HTTP* (8080) TCP (6) 8080 0.0.0.0/0 @ allow
100 All traffic All All 0.0.0.0/0 @ allow

All traffic All All 0.0.0.0/0 ® Deny

Figure 3: Inbound and outbound rules required

3 Create JAR File and Transfer to the EC2 instance
for the eureka server

Copy the application code from the code artifacts to the EC2 instance using the below
steps:
1. Create a jar file for the application using the command:

mvn clean package

2. Change the permissions of the .pen file downloaded earlier when the new key pair
was created:

chmod 400 /path/to/your-key.pem

3. Securely transfer the JAR file to the EC2 Instance using SCP:

scp -i /path/to/your-key.pem /path/to/local/file.jar ec2-user
<EC2-Public-IP>:/remote/directory



S

Start the Eureka Server First

1. Connect to the EC2 Instance created earlier using SSH:

ssh -i /path/to/your-key.pem ec2-user@<EC2-Public-IP>

2. Install OpenJDK

sudo amazon-linux-extras install java-openjdkll -y

3. Install Maven

sudo yum install maven -y

4. Navigate to the folder where the jar file was copied.

5. Start the Spring Boot Fureka server on the EC2 Instance using the below command:

java -jar /remote/directory/file. jar

6. The eureka server will start on port 8761

« c O 8 ecz-3-253-137-21 euwest-1.compute.amazonaws.coms761 | % L e fom =

@ Getting Started [Jresearch [Jinterview [0 Other Bookmarks

‘ : Spnng HOME LAST 1000 SINCE STARTUP

System Status

Environment test Current time 2024-08-11T16:03:39 +0000
Data center default Uptime 00:47

Lease expiration enabled false

Renews threshold 5

Renews (last min) 4

EMERGENCY! EUREKA MAY BE INCORRECTLY CLAIMING INSTANCES ARE UP WHEN THEY’RE NOT. RENEWALS ARE LESSER THAN THRESHOLD AND HENCE THE INSTANCES ARE NOT BEING
EXPIRED JUST TO BE SAFE.

DS Replicas

Instances currently registered with Eureka

Application AMIs Availability Zones status
GATEWAY-SERVICE n/a(1) (1) UP(1)-ip-172 1 te.internalgat 3
ORGANIZATION-SERVICE n/a (1) (1) UP (1) - organiz

General Info

total-avail-memory 62mb
environment test
num-of-cpus 1
current-memory-usage 36mb (58%)
server-uptime 00:47

Figure 4: Eureka Dashboard

5 Run the Zuul Gateway and Organisation Service

Follow the same steps as in Step 1 to Step 4 for starting the Eureka service with the
respective application code and start the service.

e The Zuul Gateway will start on port 8080, accessible at:



http://<ec2_address >:8080

e The Organisation service will start on port 8083, accessible at:

http://<ec2_address >:8083

Instances currently registered with Eureka

Application AMIs Avallability Zones Status

GATEWAY-SERVICE nfafl) (1) UP (1) - ip-172-31-3-234 eu-west- 1. compute.internal gateway-service:8080

ORGANIZATION-SERVICE nfa(1) ) UP (1) - organization-s

General Info

Name Value

total-avail-memory 62mb

environment test

num_nf_rnie

Figure 5: Services Registered on Eureka Dashboard

6 Load Testing using the Jmeter tool

Step 1: Install JMeter
1. Download JMeter from the official Apache JMeter website.

2. Extract the downloaded archive.

3. Launch JMeter by running the jmeter script in the bin directory.

Step 2: Create a Test Plan
1. Start JMeter by running the jmeter script in the bin directory.

2. Add a Test Plan

Step 3: Add Thread Group
1. Thread Group: Right-click on the Test Plan, then choose Add Threads (Users).

2. Configure Thread Group:

e Number of Threads (Users): Set the number of virtual users you want to
simulate. 5000 in this case.
e Ramp-Up Period: The time JMeter should take to start all the users.

e Loop Count: Set how many times to execute the test.
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Test Plan.jmx (fhome/hp/Test Plan.jmx) - Apache JMeter (2.13.20180731)
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Figure 6: Thread Group settings

Step 4: Add HTTP Request Sampler

1. HTTP Request: Right-click on the Thread Group, then choose Add > Sampler >

HTTP Request.

2. Configure HTTP Request:

e Server Name or IP: Enter the domain name or IP address of the server.

e Path: Specify the API endpoint here it is /api/organisations/1.

e Method: Choose the HTTP method - GET
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Figure 7: Request Sampler settings

Step 5: Add Listeners

1. View Results: Right-click on the Thread Group, then choose Add > Listener.
2. Listeners:

e View Results Tree: Provides detailed logs of each request.

Step 6: Run the Test

1. Click on the green Play button in the JMeter toolbar to begin the load test.

7 Custom Logging of the dynamic heartbeat interval

Custom logging can be checked on the log details of the ec2 instance on which the service
is running.




Jul25 11:56AM @ a v O~

Activities () Terminal
ec2-user@Ip-172-31-18-17:~/organizations-service

clearing app-level serialization cache with size 8
Jersey HTTP GET http://ec2-3-253-137-21.eu-west-1.compute.amazonaws.con:8761/eureka//apps/delta?; sta

Got delta update with apps hashcode UP_1_
Added instance organization-service:8083 to the existing apps in region null
: The total number of ins fetched by the delta processor : 1
The total number of all instances in the client now is
Completed cache refresh task for discovery. ALL Apps hash code is Local region apps hashcode: UP_1_,

sending heartbeat.

is fetching remote reg
Heartbeat sent to Eureka at Thu Jul 25 10:56:01 UTC 2624 with interval 30000 ms

2024 1 m Scheduling next heartbeat with interval: 8494 ms
sending heartbeat.
Heartbeat sent to Eureka at Thu Jul 25 10:56:10 UTC 2624 with interval 300
scheduling next heartbeat with interval

% : Sending heartbeat.
56:11 UTC 2024 with interval 30000 ms

8241 ms

: Heartbeat sent to Eureka at Thu Jul 25 1

2024-67 i Scheduling next heartbeat with interval: 8208 ms

Sending heartbeat.
Heartbeat sent to Eureka at Thu Jul 25 10:56:17 UTC 2624 with interval 30000 ms
Scheduling next heartbeat with interval: 8145 ms

Sending heartbeat. ..
Heartbeat sent to Eureka at Thu Jul 25 10:56:18 UTC 2624 with interval 30000 ms
Scheduling next heartbeat with interval: 8145 ms
sending heartbeat. ..

Heartbeat sent to Eureka at Thu Jul 25 10:56:20 UTC 2624 with interval 30000 ms
Scheduling next heartbeat with interval: 8143 ms

sending heartbeat. ..

Heartbeat sent to Eureka at Thu Jul 25 10:56:26 UTC with interval 30000 ms
Scheduling next heartbeat with interval: 8131 ms

Sending heartbeat.

: Heartbeat sent to Eureka at Thu Jul 25 10:56:27 UTC 2024 with interval 30000
scheduling next heartbeat with interval: 8131 ms
Sending heartbeat.

: Heartbeat sent to Eureka at Thu Jul 25 10:56:28 UTC
scheduling next heartbeat with interval: 8125 ms
Closing connections idle longer than 30000 SECONDS

: Closing connections idle longer than 30000 SECONDS
Get connection: {}->http://ec2-3-253-137-21.eu-west-1.conpute.amazonaws.com:8761, timeout = 5000
[{}->http://ec2-3-253-137-21.eu-west-1.compute.amazonaws.con:8761] total kept alive: 2, total issued:

2024 with interval 300

Getting free connection [{}->http://ec2-3-253-137-21.eu-west-1.compute.amazonaws.com:8761][null]

: Released connection is reusable.
37-21.eu-west-1.compute . anazonaws . con:8761] [null]

Releasing connection [{}->http://ec2-3-253-1
Pooling connection [{}->http://ec2-3-253-137-21.eu-west-1.compute.amazonaws.con:8761][null]; keep ali

Notifying no-one, there are no waiting threads
y HTTP PUT http://ec2-3-253-137-21.eu-west-1.compute.amazonaws.con:8761/eureka//apps/ORGANIZATIO

Jers
DiscoveryClient_ORGANIZATION-SERVICE/organization-service:8083 - Heartbeat status: 200

: Get connection: {}->http://ec2-3-253-137-21.eu-west-1.compute.anazonaws.con:8761, timeout = 5000
[{}->http://ec2-3-253-137-21.eu-west-1.compute. anazonaws.con:8761] total kept alive: 2, total issued:

Getting free connection [{}->http://ec2-3-253-137-21.eu-west-1.compute.amazonaws.con:8761] [null]

Figure 8: Dynamic heartbeat interval logs
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