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1 Requirements

1. System Requirements
A. Hardware Requirements

• CPU: Minimum 4 cores, 2.5GHz or higher

• RAM: Minimum 16 GB

• GPU: NVIDIA/AMD with 4 GB VRAM (for gaming and neural network training)

• Disk Space: Minimum 100 GB free space

• Network: Stable internet connection, preferably 5G for testing cloud gaming per-
formance

B.Software Requiremnets

• Operating System: Windows 10/11, Linux (Ubuntu 20.04 or later), macOS 10.15
or later

• Python: Version 3.8 or higher

• IDE/Code Editor: Visual Studio (for local development and Python scripting)

C. Tools & Platforms:

• Google Colab (for cloud-based model training and visualization)

• AWS SageMaker (for large-scale model training and deployment)

• AWS Lambda (for serverless execution of Python scripts)

• AWS S3 (for data storage)

• Wireshark (for network data capture and analysis)

• Xbox Cloud Gaming (for cloud gaming sessions with Fortnite)

• Python Libraries:

– TensorFlow / Keras (Neural Networks)

– XGBoost

– Scikit-learn (Random Forest, SVR)

– Pandas, NumPy (Data Processing)

– Matplotlib, Seaborn (Data Visualization)
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2 Environmental Setup

2.1 Installation of Visual studio

I.Download from its offical website : https://visualstudio.microsoft.com/

downloads/

Figure 1: Visual stduio website

II. Install the Python development environment within Visual Studio.

2.2 Installing Python and Required Libraries

I. Install Python from https://www.python.org.

II. Install the required Python libraries:

• pip install tensorflow xgboost scikit-learn pandas numpy matplotlib seaborn

• pip install lightgbm

• pip install xgboost

• pip install numpy==1.23 tensorflow==2.11

2.3 Google Colab

A. Open Google Colab : https://colab.google

Figure 2: Google Colab
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B. Create New Notebook

Figure 3: New Notebook

C. Import the necessary libraries in Colab notebooks:

• import tensorflow as tf

• import xgboost as xgb

• from sklearn.ensemble import RandomForestRegressor

• from sklearn.svm import SVR

2.4 Setting Up AWS Services

2.4.1 S3

• Create an S3 bucket to store your datasets, trained models, and results.

• Create two buckets

Figure 4: S3 bucket : fortnite-s3-bucket

Figure 5: S3 buckect: fortnite-data-bucket
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2.4.2 AWS Lambda

• Use Lambda to run serverless Python scripts.

• Deploy Python scripts to Lambda for tasks like data preprocessing or invoking
models.

Figure 6: Creating Lambda Function

2.4.3 AWS SageMaker

• Use SageMaker for training machine learning models at scale.

• Refer to SageMaker Setup : https://docs.aws.amazon.com/sagemaker/latest/
dg/gs-console.html for more details.

• Create two notebook for this research

– 1. To perform action related to gameMetrics.csv (dataset)

– 2. To perform action related to combined Dataset

Figure 7: Creating SageMaker Notebook

Figure 8: SageMaker jupter notebook open : see the list of notebook created
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3 Game and Network Data Collection

3.1 Running game on Cloud Platform

• For this project we selected Fortnite game

• Run game on official website via xbox cloud gaming

• While playing game , run python script and wireshark in background to collect
data.

Figure 9: Fortnite Official Website dashboard

• Click on play button as show in 9 figure

• After that select xbox cloud gaming. 10

Figure 10: Gaming platform : Fortnite game to be played on

3.1.1 Visual Studio to collected game metrics data

• Run python script on visual studio in background while playing game

• After collecting data send it to S3 bucket

5



6



Figure 11: Python Script to collect game metrics data

Figure 12: Snapshot of : collecting game metrics data

3.1.2 Wireshark

• Install Wireshark

• Open Wireshark

• Capture wifi connected data
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• We captured two dataset during this resarch when connected to wifi (5G network
connection) and other when connected to Mobile Hotspot (4G network connection)

• Collecting this data in background while running game

Figure 13: Open wireshark : we can see the list of connected network to capture data

4 AWS Cloud Services

4.1 AWS S3

• Once the data is collected by Python script and wireshark, that data is send to S3
bucket

Figure 15: Files uploaded on S3 bucket
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Figure 14: Capturing Network Data

4.1.1 AWS Lambda

• Create Lambda function and set a trigger when this function should be executed.

• We created two lambda function:

– 1. To clean, process and refine raw dataset and store the new dataset in new
S3 bucket.

– 2. To compute the game metrics resources to find mean, median and variance.
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Figure 16: Lambda Function overview

Figure 17: Lambda Function code : to refine raw dataset
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Figure 18: Lambda Function Code : to calculate mean, median and mode
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4.1.2 AWS SageMaker

• Create Notebook

• Open Notebook

• Running code for performing action on game-metrics dataset individually and an-
other code for performing action on combined dataset.

Figure 19: SageMaker Notebook 1

Figure 20: SageMaker Notebook 2
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5 Processing Dataset and Training Model on Indi-

vidual Datset

5.1 Game Metrics Dataset Individual

5.1.1 Calculating Performance Metrics

Figure 21: Load Game Metrics Dataset

Figure 22: Calculating Network Latency Performance

13



Figure 23: Calculating CPU Usage Performance

Figure 24: Calculating GPU Usage Performance

Figure 25: Calculating Memory Usage Performance
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Figure 26: Calculating Disk I/O Performance

Figure 27: Calculating download and upload bandwidth Performance

Figure 28: Calculating Jitter Performance
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5.1.2 Model Training

A. Random Forest

Figure 29: Random Forest Training Code

Figure 30: Plot Random Forest Model
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B. Gradient Boosting Regressor : XGBoost

Figure 31: Code for XGBoost Model

Figure 32: Plot xgboost

C. Support Vector Regression : SVR
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Figure 33: Code for SVR Model

Figure 34: Hypertunning SVR Model
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Figure 35: Plot graph for SVR Model

D. Neural Network

Figure 36: Code for Neural Network
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Figure 37: Visualize Neural Network

5.2 Dataset collected using Wire-shark : Calculating Perform-
ance Metrics using Google Colab

5.2.1 Calculating Performance Metrics :

A. Average RTT and Average Jitter Calcualtion on wifi(5G) network:
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Figure 38: Code to Calculate Avg RTT and jitter on 5G network dataset
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B. Average RTT and Average Jitter Calcualtion on Mobile Hotspot(4G)
network

Figure 39: ode to Calculate Avg RTT and jitter on 4G network dataset
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C. Throughput Calculation for both network related dataset

Figure 40: Code to Calculate throughput for both network dataset

D. Packet Inter-arrival Time Calculation for both network related dataset

Figure 41: Code to calculate Packet Inter-arrival Time for both network related dataset

E. TCP Retransmissions Calcualtion for both network related dataset

Figure 42: TCP Retransmissions Calculation for both network related dataset
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F. RTT Variability (Standard Deviation) Calculation for both network
related dataset

Figure 43: RTT Variability (Standard Deviation) Calculation for both network related
dataset
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5.2.2 Visualization for all the metrics calculated above for Network Dataset

Figure 44: Code for Visualization for all the metrics calculated above for Network Dataset

Figure 45: Graph of visualization
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6 Processing Dataset and Model Training on Com-

bined Dataset

6.1 Processing Dataset and calculating performance metrics

This research have tow combined dataset as follow:

• Wifi-combined : Game-Metrics Dataset + Wireshark-Network(5G) Dataset

• Mobile-combined : Game-Metrics Dataset + Wireshark-MobHotspot(4G) Dataset

6.1.1 Read Dataset

Figure 46: Code to load both dataset

Figure 47: Wifi(5G) Dataset Head(first few rows from dataset)
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Figure 48: Mobile(4G) Dataset Head(first few rows from dataset)

Figure 49: code to load game metrics dataset and its output
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6.1.2 Combine wifi (5G) and Mobile(4G) Dataset with Game metrics

Figure 50: Code to Merge dataset
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Figure 51: Code to display Merged Dataset

6.1.3 Check Missing Values

Figure 52: Check Missing Values

6.1.4 Let’s examine how different metrics correlate with each other in both
datasets. This will help us identify potential relationships between
variables.

Figure 53: Check Correlation between different Metrics
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Figure 55: Correlation Matrix for 4G combined dataset

Figure 54: Correlation Matrix for wifi combined Dataset
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6.1.5 Plot all Performance Metric graph for Wifi(5G) vs Mobile(4G) Net-
work

Figure 56: Wifi(5G) vs Mobile(4G) Network Performance Metrics
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6.1.6 Feature Scaling and Create new features.

Figure 57: Feature Scaling and creating new features

Figure 58: Correlation between newly created features
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6.2 Model Training

6.2.1 Random Forest

Figure 59: Training Random Forest Model

33



6.2.2 XGBoost Model Training

Figure 60: Training XGBoost Model

A. Further tuning of the XGBoost model by adjusting the parameter grid
and focusing on more fine-grained control over the parameters
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Figure 61: Tunned XGBoost : Applying GridSearchCV
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6.2.3 Support Vector Regression (SVR) using paratmer grid

Figure 62: SVR Model Training
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6.2.4 Neural Network

Figure 63: Neural Network Model Training

A. Adding more layer to tune Neural Network for improving model’s accuracy
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Figure 64: Adding more layer to tune Neural Network for improving model’s accuracy

38



6.2.5 Comparing all the trained Model

Figure 65: Model comparison
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6.3 Changing Target variable to Jitter

6.3.1 Training all models with new target variable jitter

Figure 66: All Model Trained on Jitter as Target Variable
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6.4 Changing Target variable back to Network latency

6.4.1 Training all Model again on Network Latency as target variable

Now after all the HyperTunning, GridSearchCv, changing target variable, and add more
layer , we will once again train all the model to improve the accuracy.

A. Working on Wifi(5G) combined Dataset
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Figure 67: Training all Model on Network Latency as target variable on Wifi(5G) Com-
bined Dataset
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Visualization of all model against performance metrics (MSE, MAE, RSME,R-
squared)

Figure 68: Visualization of all model against performance metrics : 5G Dataset

B. Working on Mobile(4G) combined Dataset
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Figure 69: Training all Model on Network Latency as target variable on Mobile(4G)
Combined Dataset 44



Figure 70: Visualization of all model against performance metrics : 4G Dataset

These are all the steps carried during this research for the implementation. After
implementing and training Model results were evaluated and compared.
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