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1 Introduction 
 
In this guidebook you will see how to deploy and run an optimized cold start solution in a 
stateless serverless environment using AWS Lambda. The primary goal is to apply the Bi-
LSTM approach for building a machine learning algorithm. In order to overcome the cold 
start problem described, genetic algorithm is introduced to optimize the handling of Lambda 
function invocation. A dashboard is also provided to monitor the machine learning model and 
its training in the serverless mode of an application with a user-friendly interface. Through 
this guide, users will be able to understand how to configure, run and manage the system. 
 
2 System Configuration 
 
This section outlines the requirements of Hardware and Software. 

2.1 Hardware Requirements 

• Brand and Model: MacBook Pro or Dell Precision	

• Processor: Apple M2 Max or Intel Core i7/i9 processor 	

• Memory: 16 GB RAM to handle data processing	

• Storage: 250 GB of SSD storage for quick access to the files and data processing.	

• Internet Connection: Stable and fast internet connection for accessing cloud 

services.	

2.2 Software requirements 

• Operating System: Windows 10/11, macOS, or Linux  

• Programming Languages: Python 3, JavaScript 

• Machine Learning and Data Processing Libraries: TensorFlow, NumPy, Pandas, 

Matplotlib, Scikit-learn. 

• AWS Account for deploying and managing serverless architecture 

• Integrated Development Environment (IDE): VS code or Jupiter Notebook 
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3 Project Implementation 

3.1 Environment setup 

3.1.1 Setup AWS Account 
• Create or Login to your AWS account to access the services such as Lambda, 

S3, Sagemaker and CloudWatch 
 

 
Figure 1: Creation of AWS Account 

 
 

3.2 Packages & Libraries Used 

• NumPy: For math operations and array manipulation. 

• Pandas: For data handling and analysis. 

• TensorFlow/ Keras: For building and training neural network models. 

• Matplotlib/Seaborn: For graph and creating visualizations. 

• Scikit-learn: For machine learning tasks like data pre-processing and 

evaluation. 

• Boto3: AWS SDK for Python 

• Sequential, Dense, LSTM, Bi-Directional: Components and layers in Keras 
for building neural network architectures.  
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     Figure 2: Importing the Libraries 
 
 
 

4 Phases 
 
This section has the detailed Implementation methodology for the project 

4.1 Data Generation 
 

• The Dataset used in this study is system generated as the machine learning mode is 
trained on the real invocations, so the study utilizes a synthetic dataset. 

 
Figure 3: Synthetic Dataset Generation 
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• Dataset that is generated is stored in the S3 bucket named as “historical.csv” as 
showed in Figure 4.  

 
 Figure 4: Dataset Stored Location 

 
• From S3 bucket csv file is being downloaded in Amazon Sagemaker in Figure 5. 

 

 
Figure 5: Dataset Information 

 
 
 

4.2 Data Pre-processing 
 

• Loading the dataset from S3 into a Pandas DataFrame to perform pre-processing. 
Perform cleaning, removing outliers and transformations to prepare the data for model 
training. 
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 Figure 6: Outlier Detection and Cleaning 
 

 
 Figure 7: Identified Outlier 
 

4.3 Training Dummy Machine Learning Model 
 

• Run the code in the Jupiter notebook named “Minimizingcoldstart.ipynb” in AWS 
Sagemaker for the results. 

• Ensure the accuracy of the dummy model and generation of “initial_results.csv” in 
your s3 bucket 
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Figure 8: Model Training  
 
 

4.4 Train Optimized Machine Learning Model 
 

• Browse recent invocations for the “gendata” lambda functions to manually save it as 
csv 

• View it in CloudWatch logs and Run the query Figure  
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Figure 9: CloudWatch Log 

 
 

• Export the data in csv format to your Computer 

Figure 10 
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• Upload the csv to your S3 Bucket 
 

 
 Figure 11 
 
 

• Ensure the file has been uploaded successfully to S3 
 
 

 
 

Figure 12 
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• Run all the cells in “Optimizing Cold” Start notebook in sagemaker 

 

 
Figure 13 

 
• Test the optimization function in lambda to pre-warm the main function with the help 

of Genetic Algoritm 

 
Figure 14 
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• Optimized cold start time and Original Invocation Time 

 

 Figure 15 
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